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Abstract

Context-awareness is one of the key aspects of Weiser’s vision on ubiquitous com-
puting. In an ubiquitous environment, context-aware applications have the ability
to sense and analyze context from various sources and use it to adapt their behav-
ior. However most of the time, the decision logic, that determines the link between
context and the adaptation it triggers, is hardcoded in the application base code.
Users of context-aware applications can differ in terms of expectations about how
their applications should behave and also they can move from one to another en-
vironment (hospital, house, street, etc.). Using a hardcoded approach, developers
have to predict all these environments as well as all the end-users expectations.
Even if developers could predict them all, environments evolve over time just as
user expectations. Approaches like the GAIA and CRIME middleware enable the
development of context-aware applications where the decision logic is seperated
from the base code. However they still do not offer fine-grained support to involve
the end-user in the development process. Another problem is that these applica-
tions act on behalf the user and as consequence he could feel like he is lossing
control over their applications. In this dissertation, we argue for an accessible
methodology to involve the user in the development of context-aware applications
with an open ontology to describe the world. This methodology includes: devel-
opers’ considerations that go beyond the applications itself and a description of the
environment that enables evolution by means of composing and structuring data.
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1
Introduction

Weiser’s vision of Ubiquitous Computing [Wei95] and the Ambient Intelligence
vision [DBS+01] involves integrating sensors and microprocessors in everyday
objects to make them smart. These visions predict a whole range of new possi-
bilities, such as applications that alter their behavior depending on the dynamic
context they are deployed in. However, novel, unforeseen problems arise during
such applications’ design. For example, these applications need means to explore
the environment, the possibility to communicate with it and they should be able
to assess in which way they can assist the users in their everyday tasks. In this
dissertation we propose a methodology to involve the user in the development of
context-aware applications.

1.1 Motivation

In Weiser’s vision, context-aware application acquire context information from
sensors and based on it, they decide which actions to perform. Unfortunately,
most of the time the decision logic is hardcoded throughout the application’s base
code. As such developers anticipate all possible scenarios in advance to give them
a fixed adaptation. This is acceptable for most adaptations triggered by nonhuman
aspects, as these can be predicted by developers. Consider for example a mobile
phone equipped with an accelerometer. This sensor makes it possible to detect
when the mobile phone is rotated from portrait to landscape and viceversa. Thus,
developers can associate the fixed action that determines their display configura-
tion, based on the acquired sensor information. However developers are bad at
encoding more human aspects and simply cannot predict all possible scenarios in
the everyday life of each user. Therefore, the risk of doing the wrong thing, is
quite high. To clarify the latter, consider for example Bob’s mobile phone: when
Bob is with his boss, then all calls and messages should be redirected to his sec-
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1.2. DISSERTATION ROADMAP 3

retary. This small scenario shows that sometimes personal or social aspects need
to be incorporated in context-aware applications. For this particular scenario for
example, developers have to model formal relations between the application user
and his boss. However the scenario only covers one such possible relation, we can
come up with numerous others. On the other hand, the boss-employee relationship
and the associated behavior of the mobile phone is also not of interest to many
users. Clearly, not only nonhuman aspects dictate the user’s desired behavior of
the application.

Each user has different ideas on how the application should behave. This is be-
cause users interact in different environments or they perceive similar environments
differently. In addition, environments and end-user expectations change over time,
and context-aware applications should be able to evolve along with these changes.
Hence following the commonly used approach of fixed scenarios with associated
actions to model the application cannot possible cover all end-user expectations,
nor does it support a dynamic evolution of the application. Examples of these
kind of applications exist, such as a context-aware application for a museum that
shows the content related to an exhibit when a user stands in front of it [AAH+97],
or infers that near people wish to share their documents [DSA01], or in an office
building, if someone moves between offices, he might wish to redirect all his phone
calls to the nearest phone [WHFG92]. These examples infer human intentions and
act implicitly without end-user considerations. For instance one user may not want
to share all his documents since he considers them to personal. A user that wants to
redirect all his phone calls except some and he may not want to disturb certain peo-
ple in their office with his calls. We can think about different scenarios using the
same action (redirecting calls or share documents). As a consequence end users
have to adapt their behavior to what their context-aware applications can do for
them and not the other way around. Also, given that this kind of applications act
implicitly, end-users may feel less control over their applications as it was shown
in [BD03].

The observations presented so far argue for a design of context-aware applica-
tions such that end-users themselves are allowed to configure them to better suit
their personal needs. This will in general increase the acceptance of context-aware
applications. However most end-users do not know how to program.

In this dissertation, we argue for an accessible methodology to involve the user
in the development of context-aware applications with an open ontology to describe
the world.

1.2 Dissertation Roadmap

The following chapter gives a general overview of Logic Programming as it consti-
tutes the basis of CRIME, the middleware with which we perform our experiments.

Chapter 3 describes common elements in selected context-aware systems (Con-
text Toolkit, JCAF, WildCat, GAIA). It also discusses and points out the current
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mechanisms to reason about context information.
In chapter 4 we first describe the four principles (fluidity, intuitiveness, robust-

ness and calmness) that underly organic user interfaces (OUIs). Afterwards, we
present different approaches whose aim is to involve users in their context-aware
applications. We analyze them based on the principles of OUIs. From these we
take some important principles to include in our methodology.

Chapter 5 describes CRIME which is the middleware which we extended, we
describe the Logic Coordination and the Fact Space Model that are the basis of this
approach.

To illustrate our methodology, we present our CRIME extension to provide
more flexible mechanisms to describe the world that can be understandable not
only for developers but also for users in chapter 6. This CRIME extension adds
composition and structuring to the current CRIME facts. During this chapter we
describe how this extension enables to support environment’s evolution in CRIME.

Chapter 7 describes the set of principles in our methodology that enables end-
users to reason for themselves about their environment and decide which actions
to associate. And describes the problems that arise with the rule definition: rules
to general or to specific and/or conflicting rules.

The final chapter summarizes the results of this work and gives an overview of
future work.



2
Logic Programming

In this dissertation, we argue for an accessible methodology to involve the user in
the development of context-aware applications with an open ontology to describe
the world. In this chapter we give a general description of the logic program-
ming paradigm since it forms the base of CRIME, the middleware with which we
performed our experiments. This description introduces terminology relevant for
the rest of this dissertation. Also, we discuss the forward and backward chaining
strategies. Further, since CRIME also implements the Rete algorithm in order to
optimize the matching process, we present an overview of it in section 2.2.

2.1 Logic Programming

Logic programming fosters a declarative style, where programs indicate what to
do, but not how. Logic programming is concerned with the examination, manip-
ulation, and generation of knowledge. Such knowledge can be expressed with
two basic constructs: facts and rules. In order to reason about these facts and
rules a so called reasoning engine can use two reasoning strategies: forward or
backward chaining. In this section we first describe the basic elements of a logic
programming language. Subsequently, we discuss the differences between the two
reasoning strategies.

2.1.1 Facts and Rules

Facts are unconditional statements that are assumed to be true or correct at the time
they are introduced. In order to illustrate their use, we are going to use the London
underground example from [Fla94]. In figure 2.1, we have different subway sta-
tions (e.g. Bond Street, Charing Cross, Green Park, etc.) and we see that they are
grouped together over different lines (e.g. Jubilee, Central, Piccadilly, etc.). From
the figure it is possible to identify different facts. For instance: Bond Street station

5
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is connected with Oxford Circus station on the Central Line. During this chapter,
we illustrate the concepts using Prolog which is the most well-known logic pro-
gramming language [SS86]. This way, using Prolog syntax, this statement looks
like connected(bond_street,oxford_circus,central). A fact has
a name that denotes a relation (connected) and the arguments denote values
from the problem domain (bond_street, oxford_circus and central)
[Fla94].

Figure 2.1: London Underground [Fla94]

Listing 2.1: Fact examples
connected(bond_street,oxford_circus,central).
connected(bond_street,green_park,jubilee).
connected(green_park,charing_cross,jubilee).
connected(green_park,oxford_circus,victoria).

Facts are like data in a database. They are stored in a knowledge base and in order
to reason about them, they must be asserted to it. Asserting data is to add the
fact to the knowledge base, the term retracting data is used to signal that data is
removed from the knowledge base. Looking up facts from the knowledge base
is called querying, for example we can ask: Are Bond Street station and Oxford
Circus station connected?, as a result we receive the facts that match the query,
and false if there are not any facts that match.

On the other hand, rules are conditional statements, they describe facts that
hold depending on certain conditions. Each rule has the form: action← condition.
They can be seen as if-then patterns to be read as: if the condition is true or present,
the action must be executed. The condition part of the rule is formed by patterns
joined together by logical connectives. The engine applies rules to asserted facts,
and we say that a rule is triggered if there are facts that match or satisfy the con-
dition part of the rule. When a rule is triggered, the action takes place. Mostly,
when we talk about an action in logic programming, we mean the assertion or the
retraction of a fact from the knowledge base.
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In the example so far, we have created a basic representation of the London
underground. Now consider for instance that we want to specify all the nearby
stations. It is defined that two stations are nearby if they are on the same line
with at most one other station in between [Fla94]. For instance Bond Street sta-
tion is nearby Oxford Circus station. Using Prolog syntax, this might look like:
nearby(bond_street,oxford_circus).

Of course, it is possible to define and assert the nearby relation one by one. In
practice, it may not be feasible to explicitly specify all the nearby stations, because
they can be to numerous to list them all. A better way is to define rules that derive
which stations are near to others, such as those given in listing 2.2.

Listing 2.2: Rules Examples
nearby(X,Y) :-

connected(X,Y,L).
nearby(X,Y) :-

connected(X,Z,L),connected(Z,Y,L).

We define two rules in order to describe how to find nearby stations. The first
rule indicates that two stations are near each other when there is no intermediate
station, while the second rule helps to derive when the stations are nearby with
an intermediate station (Z) between them. In Prolog we define rules, first indi-
cating the conclusion or action and after the conditions separated by the symbol
“:-”, it can be thought to mean “if” or “is implied by”. The conditions can use
comma “,” to mean “and” operation. We can read the first rule as "it is true that
there is a nearby station from X to Y if it is true that X and Y are connected in
the line L". While the second says that to find a nearby station (X,Y) that are not
directly linked, there must be an intermediate station Z from which is connected
to Y and X, Y and Z are in the line L. In Prolog syntax, variables start with up-
percase character, for instance in the example we have as variables X, Y, Z and
L. After defining these rules, we can query about nearby stations, for instance:
nearby(bond_street, leicester_square).

2.1.2 Backward Chaining

In the backward chaining strategy, the reasoning engine starts with the desired
conclusion(s) or goal, and looks for rules that will help to find supporting facts. It is
therefore called goal-driven reasoning. Prolog uses a backward chaining reasoning
engine. The backward chaining tries to find supportive evidence (facts) for a goal.
We can summarize the strategy, as follows:

In order to prove a goal G:

• If G is in the knowledge base of facts, it is proven.

• Otherwise, find a rule which can be used to conclude G, and try to prove
each of that rule’s conditions.

Consider now the that we have two simple rules defined as:
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Listing 2.3: Backward chaining example
is_an_amphibian(Name) :-

is_a_frog(Name).

is_a_frog(Name) :-
is(Name,animal),
is(Name,green),
can(Name,jump).

Using a backward chaining strategy, we start from a set of goals. Consider that
our knowledge base contains the facts presented in figure 2.2. Then the cycle starts
from the goal that Kermit is an amphibian. Since there is no fact that matches this
goal, the reasoning engine searches for a rule which derives this as a conclusion.
Then it adds the condition of the rule as a new goal to be proven. Thus now the
new goal is Kermit is a frog. Following the same principle, since there is no fact in
the knowledge base that says that Kermit is a frog, it will search again for a rule,
then we will get more goals to be proven, namely that Kermit is an animal, it is
green and it can jump. Finally each one of these goals can be proven one by one
based on the available facts.

Figure 2.2: Backward chaining

2.1.3 Forward Chaining

Forward chaining starts with the facts and applies rules to find all possibles conclu-
sions. Since the facts (data) available in the knowledge base determine which rules
are used, this method is also called data-driven. We can summarize this algorithm,
like:

• Select a rule whose conditions match the facts stored.

• If there is more that one rule selected, we call them the conflict set, then the
engine uses a conflict resolution strategy (e.g. priorities) to select one.
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• Execute the action or conclusion of that rule, thus somehow changing the
current state.

• Repeat until there are no rules which apply.

We apply this strategy to the frog example discussed before. The reasoning
engine starts looking for a rule that should be triggered based on the current facts,
as shown in figure 2.3. The rule engine contains the facts that indicate that Kermit
is a green animal and that he can jump. Since this conditions triggers the rule
that indicates that Kermit is a frog, and this fact is asserted to the knowledge base.
Again the reasoning engine looks for a rule that should trigger with the facts in the
knowledge base, notices that it contains a new fact which triggers that Kermit is an
amphibian. This fact is therefore asserted to the knowledge base and since there
are no more rules triggered with the current facts the reasoning engine stops.

Figure 2.3: Forward chaining

2.1.4 Pattern Matching and Unification

In the previous sections we informally introduced terms like matching, in order to
determine which rules trigger. Here we give more detail about this process.

Pattern Matching is the process where we compare a fact with a specified
pattern in a rule condition in order to see if they match. In order to do that, a pat-
tern matcher receives the fact, the pattern and a frame. A frame is a set of variable
bindings, it enables to receive and return the mappings of variables to values. For
instance, consider that a pattern matcher receives connected(bond_street,
oxford_circus, central) as data, and we want to match with connected(
X, Y, L). The result should be a frame with the corresponding bindings, as
shown in figure 2.4.

Now consider the pattern used in the example would have been connected(X,
Y, victoria), then the result of the pattern matcher is that the match has failed.
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Figure 2.4: Pattern Matching

From the example we can see that variables match with symbols and then they are
added to the frame, and symbols must be equal otherwise the match fails.

Unification is a generalized case of pattern matching in which both pattern and
the data may contain variables [AS96]. Consider two patterns and an empty frame,
figure 2.5. The process is the same as the pattern matching. The main difference
is that we can match variables to variables, whereupon we can have variable bind-
ings with variables or variables with undetermined values. In subsequent steps the
bindings for these variables will need to be identical.

Figure 2.5: Unification

2.2 Rete Algorithm

In this dissertation we build upon the CRIME middleware presented in chapter 5,
which employs a forward chaining inference engine based on the Rete algorithm
which is outlined in this section.

The Rete algorithm was introduced by Charles L. Forgy [For82]. The algorithm
was implemented to be used in a production system, using a forward chaining.
In Production systems rules trigger actions which typically go beyond asserting
and retracting facts. A production system has three basic elements: a working
memory that contains the current state in the form of facts, the knowledge base
which contains rules, and an interpreter that is in charge of the repetitive process of
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matching, resolving the conflict set and performing the correct actions. The Rete
network reacts when there are changes to the working memory or in the knowledge
base. Each time an element is added to the working memory, the Rete network is
updated in order to check which new conditions are met.

The aim of the Rete algorithm is to optimize the pattern matching process
which is done by creating a network representation of the rules and by caching
intermediate results. The purpose of the caching is to avoid the iteration over the
working memory every time a fact is asserted or retracted from the working mem-
ory. This way, there is no need to recompute previous results.

Compilation process To explain the compilation process we review the example
presented in section 2.1.2, where we have the following rule:

is_a_frog(Name) :-
is(Name,animal),
is(Name,green),
can(Name,jump).

The compilation process of the network is performed by two complementary
parts: the alpha network and the beta network. Each network has data filters and
these are represented in the network as nodes. The Rete network works with to-
kens. A token is a tag with a list of working memory elements. The tag represents
assertion or retraction from the working memory, indicated by + and - respectively.
Tokens are transmitted to the node’s children if they pass the filter of the corre-
sponding node. Examples of tokens are in listing 2.4.

Listing 2.4: Tokens example
< + is(Kermit, animal) >
< + is(Kermit, green), is(Kermit, green) >

Tokens are saved in memories attributed to the nodes in the network to enable
the caching of intermediate results. The complete network representation of the
previous rule is presented in figure 2.6.

2.2.1 Alpha Network

The alpha network consists of filter nodes. New nodes are created to filter different
kinds of data which are part of a prerequisite in the rule. Thus the alpha network
has filter nodes to filter the type of the working memory element. In our example
we have a filter node for the “is” and “can” type. Also new filter nodes are created
to filter symbol elements stating that for instance the argument in the first position
must be equal to “jump”. In figure 2.6 we present the alpha network representation
of our example. Observe that each filter node in the alpha network has a memory
in order to do the caching. These memories save tokens that pass the filter of the
associated node.
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The alpha network also includes filter nodes responsible to filter variables oc-
curring more than once within a single element. Consider that we have a prerequi-
site: prerequisite(X, X). Here it must check consistency between the val-
ues of the arguments. For instance the filter node, for prerequisite(X, X),
matches the fact prerequisite(abc, abc), but not prerequisite(abc,
qwe).

2.2.2 Beta Network

After the creation of the alpha network, the rule compiler creates nodes that com-
bine two different branches. The branches are combined by means of join nodes.
These join nodes are responsible to check consistency between variables in differ-
ent prerequisites of a rule. In join nodes we work with more than one prerequisite.
These kind of nodes have two memories: right and left memory, one for each
branch that a join node combines. Each memory is activated when it receives a to-
ken from the previous node. In figure 2.6 we show the beta network for our exam-
ple. Thus since the first and the second prerequisite of the is_a_frog rule share
the variable for the argument at position zero. For instance, if we insert a token
<+ is(Crazy, animal)> the left memory of the join node is activated and
it is combined with the right memory to check the consistency between the value
(Crazy) of the variables (left.name = right.name). However, since ini-
tially the right memory is empty, there is no checking and no token to pass. When
subsequently a second token is inserted with <+ is(Kermit, green)>, the
right memory of the join node is activated and the join node checks that Crazy
and Kermit are different, since the variable is not consistent there is no token
passed. However when a third token is inserted <+ is(Kermit, animal)>,
the join node combines the left and the right memory passes the new token (<+
is(Kermit, animal), is(Kermit, green)>) to its children.

After the last join node of the beta network, it is added a terminal node, which
corresponds to the production. When a token arrives to it, the action or the conse-
quences of the rule should be executed.

The root node is a simple node that is in charge to distribute the tokens over all
the different filter nodes that form the alpha network.

Processing a fact When a new fact is asserted, a new token is created and in-
serted in the root node of the Rete network. Then the root node distributes the
token to all its children, in the alpha network. Each node it is responsible to filter
the token: only if the token satisfied the node condition, it will be saved in the
memory and passed to the children nodes. When a token arrives to a join node,
it will be tested against the opposite memory from which it arrives, forming new
tokens. When a token arrives to the production node, it means that it has passed all
the conditions, and the action should be executed.

Setting back to the example, the Rete network presented in figure 2.6 also ex-
emplifies the state of the various memories when we have the following in the
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Figure 2.6: Basic Rete algorithm - Network Representation

working memory:

Wm1 is(Kermit, animal)
Wm2 is(Kermit, green)
Wm3 can(Kermit, jump)

Furthermore, the Rete algorithm enables to shares nodes, these nodes can be shared
by the same production or by different productions. In the previous example, there
are two identical nodes (Type = is) which can be simplified like in the figure
2.7 where we show the alpha network of our example. The sharing of nodes reduces
the memory usage of the algorithm.

2.3 Conclusions

In this chapter we discussed logic programming which underlies the CRIME mid-
dleware in which we conduct our experiments, which is described in the following
chapters. We have presented the basic terminology in logic programming. We
also explained the basic Rete algorithm which is implemented in CRIME. The
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Figure 2.7: Shared nodes in Rete Network

Rete algorithm is an optimization of the forward chaining pattern matching. In
the following chapter we review representative context-aware systems for creating
context-aware applications. In addition we discuss if and how these systems allow
application users to configure their context-aware applications.



3
Context-Aware Systems

In this dissertation, we argue for an accessible methodology to involve the user in
the development of context-aware applications with an open ontology to describe
the world. The previous chapter gave an overview of the logic programming princi-
ples, underlying the methodology we propose in the remainder of this dissertation.
In this chapter an overview is provided of some classical context aware systems.
Context aware systems enable the development of context-aware applications. This
kind of applications aims to sense context information and modify the behavior ac-
cording to predefined expectations. We analyze context aware systems based on
their support for three common elements: context acquisition, context sharing and
context reaction.

This chapter first gives an introduction to context and establishes the common
elements of a context-aware system. Subsequently, some context-aware systems
are presented: Context Toolkit, JCAF, WildCAT, Gaia and LIME. To conclude, an
evaluation of these context-aware systems is presented.

3.1 Context

The first research on context-aware computing was the Olivetti Active Badge,
whose goal was to redirect calls to the nearest telephone, based on user location
[WHFG92]. The term context-aware computing was introduced by Schilit and
Theimer in [SAW94]. Since then different definitions of context have been given.
We can refer to the Cambridge Advanced Learner’s Dictionary1 where context is
defined as:

The situation within which something exists or happens, and that can
help explain it.

1http://dictionary.cambridge.org/

15
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However this kind of definition is to unprecise to be useful in the field of computer
science. Thus, other explicit definitions of context are often given in terms of an
enumeration of different kinds of contexts such as: location, nearby people and
devices, light level, network connectivity, time, even social situations [SAW94].
However, such an exhaustive definition is not sufficient: when we are facing a new
situation where the information is not included in the list, it becomes vague if we
can see it as context or not. Another point to be taken into account is that sometimes
some information like for example the physical environment of an application, is
considered as context, whereas in other situations it is deemed irrelevant. In the
latter cases it might be confusing if such information is listed.

Therefore we consider a more appropriate definition the one given by Dey in
[ADB+99]. It is an operational definition where context is defined as:

Context is any information that can be used to characterize the situ-
ation of an entity. An entity is a person, place, or object that is con-
sidered relevant to the interaction between a user and an application,
including the user and applications themselves.

This definition is more general, and gives some freedom to the developer. De-
velopers are able to determine which information they consider as context.

In order to develop context-aware applications, different context-aware sys-
tems have emerged. These context aware systems share some properties. We can
identify at least three common elements: context acquisition, context sharing and
context reaction. Context aware systems typically specialize in one or more of
these characteristics. To better understand each characteristic, we illustrate each
by discussing the following scenario:

Every morning Bob drives to his office. Since driving requires absolute atten-
tion on the road, his Pda (Personal Digital Assistant) re-routes all his incoming
calls to voicemail. Also, his Pda redirects the sound of the music player to the
car’s audio system. The car’s audio system starts playing his favorite music. Bob
also has predefined volume preferences: when he drives alone, he likes to hear his
music loudly. However sometimes he gives a ride to his colleague Alice. Since he
prefers to talk with her during the way, he has a preference stating that when he is
with a colleague, the volume should be lowered.

3.1.1 Context Acquisition and Representation

According to [Che03] a context-aware system can acquire context information di-
rectly from sensors, by means of widgets or using a centralized server of context.
We can have hardware and software sensors. Whereas hardware sensors are re-
sponsible to acquire physical context information, software sensors get context
information from other applications like agendas, emails and even user inputs. Ac-
quiring contextual information directly from sensors, especially in the case of hard-
ware sensors, can be cumbersome since very often such sensors produce low-level
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information. For instance, a location sensor, reports coordinates, sensor id, time of
the sample, etc. In order to separate the application code from the technical details
to deal with the management of the hardware, most of the context-aware systems
provide a mechanism to factor out the technical details of context acquisition from
the application. This mechanism is called widgets. Another approach involves the
use of a centralized server,which gets all information from the different sensors and
when some application needs contextual information, it has to query this server.

Interpreting a piece of low-level information to obtain high level information is
an other way to acquire context information. For instance, in the scenario presented
above, with the use of an interpreter we can get a person’s name (Bob or Alice)
from an RFID sensor that retrieves the user’s id.

Furthermore it is possible to aggregate or compose different pieces of low-
level information. In our running example, in order to detect that Bob is driving
his car, we require context information from multiple sensors. One sensor detects
the weight on the driver’s seat, another detects whether the engine is running and a
last sensor is used to determine Bob’s location.

3.1.2 Context Sharing

Given that context information is distributed over different mobile and fixed de-
vices connected via a computer network, it is essential to share this information to
give each device a consistent view of the environment. Different approaches have
been proposed. One approach involves using a centralized server that maintains
context information for all devices that are able to communicate with it. However,
devices in a context-aware environment, a centralized approach is not convenient.
Using peer-to-peer communication, two devices can communicate directly without
the need of an intermediary. Finally using a shared memory, such as a blackboard,
devices can be notified about context changes that they are interest in.

For example, in our running example, Bob’s pda needs to know that Bob is
driving. Since the driver’s seat’s sensor is part of the car and not of Bob’s pda, a
mechanism for sharing information between both devices (the car and the pda) is
required.

3.1.3 Context Reaction

Context Reaction is related with the adaptation of the system. It is an important
characteristic since it implies the ability to react to changes in the environment.
This reaction or adaptation takes place when some conditions in the environment
are met. Often the process of context reasoning takes place in the application it-
self, as a context client. A context client is an application that adapts or reacts
based on changes in its context. Since the reaction logic is commonly situated
inside the code of the application, this situation leads to applications with diverse
if-then-else statements manually encoding the different scenarios. Other ap-
proaches have emerged where conditions and reactions are encoded as rules, i.e
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using a declarative style by means of logic programming.
Reviewing our example again, we can identify different conditions and associ-

ated reactions. First, in order for Bob’s calls to be rerouted to the voice mail, the
condition that he should be driving must be met. The same condition has to be met
in order to redirect the sound of the music player. Volume adjustments are based
on the presence of a colleague.

So far we have given a high-level introduction to context-aware systems and
named the commonalities: context acquisition, context sharing and context rea-
soning. We next present an overview of how the latter are integrated in existing
frameworks and middleware for implementing context-aware applications. First
of all, we explain how the context toolkit enables context acquisition and how it
represents context information. Secondly, we describe how the context is shared
and thirdly we discuss the context reaction provisions. Finally we make some con-
cluding remarks. We apply this kind of analysis to each approach presented.

3.2 Context Toolkit

The Context Toolkit described in [SDA99, DSA01], focusses on providing a mech-
anism called context widgets for context acquisition. These context widgets are in-
spired by GUI widgets which are pieces of reusable software that hide and manage
details of physical interaction between a user and an application. A GUI widget
allows using different devices (mouse or keyboard) to get user input without re-
quiring any changes in the application. The result of this interaction is a callback
from the widget to the application. GUI widgets act like a layer of abstraction be-
tween the application and the user, and in the same way context widgets abstract
the interaction between the application and the environment.

3.2.1 Context Acquisition

There are three components of the Context Toolkit responsible for context acqui-
sition: widgets, aggregators and interpreters. Widgets are the primary step to get
low-level context information, whereas aggregators and interpreters constitute a
source of new high-level context information based on widget information.

Widgets

A context widget is a reusable software component that hides physical details of
the environment from the application. This is done by wrapping sensors with an
uniform interface. Reusability comes from the fact that a context widget can be
used by different context clients.

The Context Toolkit also introduces a special kind of server. A server provides
access to different widgets of the same kind, since they provide related information.
It also includes a privacy manager which acts as a security access filter, ensuring
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that only context clients with the connect permissions have access to this context
information.

Context information is represented as the state of a context widget which is a
set of attributes modelled as key-value pairs. These key-value pairs are accessible
by applications. An application has two ways to access the contextual information.
One way is to register with the widget to be notified when context changes are
detected. This way, it is also possible to specify some conditions that have to be
satisfied in order to only receive filtered information and keep irrelevant informa-
tion out of the application. The second form is by directly querying the widget,
asking it for the context information.

Figure 3.1: Context Toolkit - Context Architecture

In our example we can identify the different widgets as shown in figure 3.1. The
figure contains one widget for each sensor that we have identified in our scenario.

Aggregators

Aggregators aim to collect related context information. In this form an application
does not need to have access to each widget that contains relevant context informa-
tion, instead it just has to communicate with the corresponding aggregator.

We use an aggregator as part of our example in order to determine that the user
is driving. The driving aggregator receives context information from the engine
widget, the seatPresence widget and the identityPresence widget, in
order to determine if the user is driving.
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Interpreters

A context on interpreter abstracts low-level context information into high-level
context. For instance, an interpreter can receive a user ID, and based on this infor-
mation retrieve available user information like his name, telephone, address, etc.

As we can see in figure 3.1, location information is gathered by the RFID sen-
sor. The output of the RFID sensor is passed to the IdentityPrecense widget, which
is able to determine the person’s name by using the RFID to name interpreter.

3.2.2 Context Sharing

In order to provide a common communication medium between all the components
in the Context Toolkit the Extensible Markup Language (XML) is used over HTTP
protocol in a peer-to-peer architecture.

Since sensors can be located on different devices on different locations, wid-
gets are already physically distributed over the network. Applications are able to
share context information by having access to the same widget by being notified
when context changes or by querying the widget to ask for context information.
However, in order to establish communication with a specific widget, interpreter
or aggregator, the application uses a discovery component.

Discovery server

The discovery process relies on a centralized way to contact a specific component.
As a consequence every component must be registered with the discovery server in
order to be able to contact it. Also, each component must indicate what information
it provides an how it can be contacted. Applications as context clients can query the
discovery server by the name of the component which they want to communicate
with or they can ask for specific attributes of the component. This way applications
get a handle to communicate with the required component.

3.2.3 Context Reaction

Context Toolkit provides events in order to be aware that the context has changed.
However reasoning about these changes is left to the context clients that make use
of the context service in order to make an adaptation.

Context Service and Actuator

Context clients determine which actions should be executed by means of context
services is in charge to control or change the current environment through the ac-
tuators. Context services and actuators are reusable by other applications that deal
with the same kind of adaptations. Actuators are responsible to make a change in
the environment.
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3.2.4 Conclusions

The Context Toolkit covers all the characteristics presented in section 3.1. However
it is mostly concerned with the context acquisition, by means of context widgets.
Context reasoning resides in context clients which most of the time leads to if-then
statements to encode the different scenarios.

For consistency we are going to use the Context Toolkit terminology as a ref-
erence in the subsequent explanation of context-aware systems.

3.3 JCAF

The Java Context Awareness Framework (JCAF) [E.05] is in the same field of the
Context Toolkit, since it is a Java-based framework for development of context-
aware applications. Like the Context Toolkit, JCAF is event-based. One of the
main differences between Context Toolkit and JCAF is the explicit representation
of entities such as places, persons, etc. and the relation with their context in an
encapsulated component. JCAF uses a single component to access and change
contextual information. As much context clients not only are able to be notified
when there are changes in the context, they are also able to change it using a single
component.

3.3.1 Context Acquisition

We can identify that there are some differences between the Context Toolkit and
JCAF the most important being that JCAF introduces an explicit representation of
entities.

Entity

In the definition of context in section 3.1 we already mentioned that entities can be
places, persons, etc. JCAF always relates context to entities which are grouped in
an Entity Environment.

Context information is represented as in the Context Toolkit by attributes with
key-value pairs. However, JCAF provides a single component to access context
information of a specific environment.

Entity Environment

As we already mentioned, JCAF groups entities and their context in a specific envi-
ronment. In our example presented in section 3.1 we identified that the automobile
itself is an specific environment, which could be represented as a JCAF entity en-
vironment. The entity environment does not only contain entities: it also provides
access control. Access control is used to authenticate each context client, to provide
a degree of security. The entity environment also includes the related aggregators
and interpreters.
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Widgets

Widgets in JCAF are used as in the Context Toolkit to get context information from
sensors. Widgets capture changes in an entity’s environment. Since context clients
in JCAF are able not only to be notified about context changes but also to change
entity’s context information, widgets are considered as an special kind of context
clients.

As in the Context Toolkit, context clients obtain context information by ask-
ing for it, or are automatically notified of changes by subscribing as an entity lis-
tener. However JCAF allows type-based subscription, where a client will be noti-
fied when a change occurs in an specific type of entities.

Aggregators and Interpreters

Aggregators and interpreters are implemented by means of an interface, shown in
listing 3.1, where the only difference between an interpreter and an aggregator is
the number of elements in the array of the translate method. Interpreters accept a
single element, whereas an aggregator accepts two or more elements.

Listing 3.1: JCAF - Interface for interpreters and aggregators
public interface ContextTransformer {

public Class[] getInType();
public Class getOutType();
public ContextItem translate(ContextItem[] in)

throws ContextTransformerException;
}

3.3.2 Context Sharing and Reaction

Context sharing in JCAF is organized in a peer-to-peer setup, where different entity
environments can query each other in order to share context information. In order
to get context information from other entity environments, the client must know
the id of the other entity environment, since this id constitutes a parameter of the
lookupEntity method.

Entities are responsible to respond to changes in their context, when they are
subscribed to some specific entity and context. There are no important differences
between Context Toolkit and JCAF: both provide a Context Service that works
together with an actuator to change or to adapt the current environment. However
in JCAF context services are considered as a special kind of context client since
they change the context of an entity in the entity environment.

In listing 3.2 we present the method contextChanged which is called each
time that the context of the entity PDA changes. This means that whenever Bob’s
location or current activity changes, this method is invoked.

Listing 3.2: JCAF - Entity example
public class Pda extends GenericEntity {
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...
public void contextChanged (ContextEvent event) {
if (event.getRelationship() instanceof Activity) {
if (event.getItem() instanceof Action) {

this.setActivity = ((Action) event.getItem()).getAction();
}

}
if (event.getRelationship() instanceof Located) {
if (event.getItem() instanceof Location) {

this.setLocation = ((Location) event.getItem()).getLocation();
}

}
if(this.activity == DRIVING && this.location ==AUTOMOBILE){
Profile.redirectCalls(VOICEMAIL);
Mplayer.out(AUTOMOBILE);
Mplayer.start(FAVORITE);

}
}
...

}

This method keeps track of Bob’s current activity and location. When the con-
ditions that he is driving and that he is in the car, are met the PDA profile reroutes
calls to the voicemail, the music player is requested to redirect the sound to the
vehicle’s music system and it starts playing his favorite music.

3.3.3 Conclusions

As in the Context Toolkit we see that JCAF provides a mechanism to access context
information. The task of the programmer is to predict possible context usages
and then make the adaptation that he considers to be adequate. However, dealing
with adaptation in the application is part of the application’s based code and not
accessible or modifiable by end-users.

3.4 WildCAT

WildCAT aims to ease the creation of context-aware applications [DL05]. Similar
to the previous approaches, it is event-based, which enables to represent context
changes as an event. It is focussed on the representation of context as paths that
enable to know both the values of a particular context parameter as well as its
structure. WildCAT’s paths introduce a hierarchical view on context information.

3.4.1 Context Acquisition

More than context acquisition, WildCAT focusses on the context representation by
means of hierarchical paths.
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Context

Context is categorized in different domains. Each domain is a hierarchical structure
of named resources where each resource has its context information modelled as
key-value pairs.

WildCAT has four predefined domains: sys, net, geo and user. The sys
domain refers to the hardware resources like input and output devices, net domain
is concerned with network aspects, like bandwith and performance, geo is about
geophysical information like temperature, or sound in our example, and user
refers to the user aspects like preference of volume in our example, his activity,
etc.

Paths represent resources, attributes of them or all sub-resources and subat-
tributes [DL05]. The path syntax is :

domain://path/to/resource#attribute

Revisiting the example of Bob driving his car presented in section 3.1, in listing
3.3 we show some example paths to relevant context information. First a path for
a location resource is listed. The second path represents an attribute of the volume
resource. It is also possible to make a more general path: listing 3.3 illustrates
how through use of “*” we can refer to all resources in an specific path or all the
attributes for a particular resource.

Listing 3.3: WildCAT path examples
geo://location/input/rfid
geo://sound/volume#intensity
geo://sound/*
geo://sound/volume#*

Events are related with this path representation, implying that listeners can be
registered to trap events such as adding or removing a new resource, changing an
attribute.

Listing 3.4: WildCAT - Examples of EventListener
context.register(myListener, RESOURCE_ADDED | RESOURCE_REMOVED,

new Path("sys://devices/output/audio/*"));
...

context.register(Expressionlistener CONDITION_OCCURRED
"sys://devices/engine#state=on");

In listing 3.4 we have registered two event listeners to be notified of context changes.
In the first example context clients are notified when a new audio output device is
discovered, and the second one is related when a certain condition occurs, namely
that the engine is working. This kind of listener allows filtering context information
since context clients do not have to take into account each context change.

The creation of the initial structure and the changes to it is done by a XML con-
figuration file. Listing 3.5 presents an example where we register a driverSeat-
Sensor to the sys domain.
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Listing 3.5: WildCAT - XML configuration
<context-domain name="sys">

...
<resource name="driverSeatSensor">

<sensor name="dSeatSensor" class="SeatSensor">
<schedule><periodic period="5000"/></schedule>

</sensor>
</resource>
...

Widgets

Widgets are responsible for gathering the context information. WildCAT provides
a centralized manager component where all sensors have to be registered and where
they send their context information. Thus context clients only have to communicate
with the manager. WildCAT has two different kinds of widgets: active and passive
widgets. The difference between these two is the required schedule policy. Active
widgets send context information to the manager when it is necessary, whereas
passive widgets have an interval of sampling, implying that they are periodically
queried by the manager. In listing 3.5 we present an example of a passive widget
where we can identify the sampling period for the widget.

3.4.2 Context Sharing and Reaction

Context clients can access context information in two ways namely synchronously
or asynchronously. In a synchronous model, clients request and discover context
by explicitly asking for the information. For instance in listing 3.6, we ask for all
output devices. In an asynchronous model context clients must be registered as
context listeners in order to get notifications about context changes. Listing 3.4
already exemplified this case.

Listing 3.6: WildCAT - Synchronous model
context.getChildren(new Path(sys://devices/output/*));

An important limitation of WildCAT is that it does not provide a mechanism
to communicate between different devices. It must be done in an ad-hoc manner
using XML configuration files.

3.4.3 Conclusions

Similar to the approaches presented previously, WildCAT does not address the
problem that adaptations based on the context information remain tangled with
the base application code. As a consequence all possible scenarios have to be
preconceived during the development of such systems. Thus if our system does
not have a predefined way to identify a colleague, the user is not able to add it to
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the system. However, it provides a hierarchical mechanism to describe the context
information, and the possibility to create relations between entities.

3.5 GAIA

Gaia focuses on a context model based on first order logic, where context is repre-
sented as facts [RC03]. With this approach it is possible to reason about the context
by means of rules. GAIA enables distributed reasoning, where each device decides
how to reason about its context.

3.5.1 Context Acquisition and Context Model

Context acquisition is tightly couple with the context model since this determines
the form in which widgets must represent the context they detect. Here we present
the context model used in GAIA.

Context Model

The context model of GAIA focuses on the use of first order logic. As we have
presented in the previous chapter, a fact’s label describes the kind of information
involved. In GAIA it is used to distinguish the type of context. We present some
examples of GAIA facts in listing 3.7.

Listing 3.7: GAIA - Fact examples
Location(Bob, in, vehicle)
Application(MP3 Player, is, starting)
Sound(output, to, vehicle)
Sound(volume, ">", 80 db)

GAIA uses an ontology with the purpose of providing a relational view between
context types and required arguments. This approach restricts the number of fact
arguments and consequently enforces a specific structure. Many facts based on the
ontology follow the format: Context Type(<Subject>, <Verb>, <Ob-
ject>) as is noticeable from the first three examples presented in listing 3.7. Also
GAIA allows relational operators inside facts, like the last example in listing 3.7.

GAIA allows describing contexts by connecting different facts using boolean
operations like AND, OR and NOT. As an illustration, we present one example of
each in listing 3.8. The first one requires that both Bob and Alice are inside the
vehicle. The second one requires that we received an e-mail or a call. And the last
one that Alice is not in the vehicle.

Listing 3.8: GAIA - Booleand operations
Location(Bob, in, vehicle) AND Location(Alice, in, vehicle)
Receive(Mail) OR Receive(Call)
NOT Location(Alice, in, vehicle)
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In addition, GAIA includes mechanisms to specify context using existential and
universal quantifiers, as is shown in listing 3.9.

Listing 3.9: GAIA - Existence and Universal Quantifiers
∃People x Location(x, in, vehicle)
∀People x Location(x, in, vehicle)

The first example is a context where there is at least one person in the vehicle,
while the second one refers to all people in the vehicle.

Widgets

Widgets are responsible for gathering context information from sensors and gener-
ating the facts that reflect the current context. For instance, a widget that provides
context information about a person and his location, advertises that it is able to
provide the information by means of a first order expression, as shown in listing
3.10:

Listing 3.10: GAIA - Context Example
∀Person x ∀Location y Location(x, in, y)

Interpreters and Aggregators

Interpreters and aggregators get context information from different widgets and by
means of rules they derive new context information that can be accessed by context
clients. GAIA defines two ways to derive new context information, the first one
using rules. Consider again the example presented in section 3.1. In listing 3.11
we specify a rule to deduce that Bob is driving based on existing context.

Listing 3.11: GAIA - Rule Example
Vehicle(Engine, is, running) AND
DriverSeat(weight,">", 30) AND
Location(Bob, in, vehicle)
=> Activity(Bob, is, driving)

In listing 3.11 we can see an example of rule that an aggregator would have. How-
ever they could contain several rules in order to derive new context. Different
rules can become true at the same time, a problem GAIA addresses by providing
priorities as a conflict resolution strategies. The second way to derive context in-
formation is using machine learning approach using a Bayesian algorithm. This
is used to derive for instance user’s mood, based on context information such as
location, weather, etc.

Context History

GAIA keeps context information in a database, where context is saved. Context
clients are able to reason about past events. Also, saving context information allows
GAIA to implement some intelligent behavior for predicting user actions.
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3.5.2 Context Sharing

Context Clients

Like in the previous approaches, applications get context information in two ways.
Querying widgets is the first way. For instance we can ask who is in the vehi-
cle: Location(?x, in, vehicle). Variables are represented by a question
mark before the name. The evaluation of the query returns all the context that
match the previous. The second form is that applications subscribe with the dis-
coverer to receive notifications when the context change.

Discoverer

Like in the Context Toolkit, GAIA provides a centralized component where wid-
gets advertise the context information that they provide in the form of first order
expressions. Each context client can get a reference to a specific widget through
the discoverer.

3.5.3 Context Reaction

Context clients must be provided with a mechanism to trigger context changes.
GAIA achieves this through the concept of configuration file. A configuration
file contains a set of context conditions which trigger the associated actions when
they become true. These actions are predefined and have to correspond to already
implemented methods. Conflict resolution between actions is done using priorities.
In listing 3.12 we present an example configuration file for our example described
in section 3.1

Listing 3.12: GAIA - Configuration File Example
∃Person x Activity(x, is, driving) AND NOT PlayingMusic()

PlayMusic()
Priority: 1

Location(Bob, in, vehicle) AND Location(Alice, in, vehicle)
AND PlayingMusic()

Sound(volume, set, discreet)
Priority: 2

Locations(Bob, in, vehicle) AND PlayingMusic()
AND NOT Location(Alice, in, vehicle)

Sound(volume, set, high)
Priority: 2

With this configuration file we first enable that when someone is driving and the
music is not playing, then the music player should start playing music. The second
and third rule change the volume setting based on the presence of Alice in the
vehicle.
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3.5.4 Conclusions

The use of first order logic allows GAIA to separate the application logic from
the adaptation logic and also provides an expressive model for context. However,
the configuration file which describes how to adapt according to context must be
specified by developers, since the ontology and possible actions of the system are
not part of the end-user’s knowledge. As a consequence, a limited set of specific
scenarios, considered by developers as relevant, are taken into account excluding
end-user intervation.

3.6 LIME

In this section we present the LIME approach, which constitutes one of the con-
cepts underlying CRIME, which is the framework we used for our experiments.
LIME is an approach which is mostly concerned with context sharing in a mobile
environment. It uses the concept of tuple spaces and as consequence is a content-
based coordination approach [MPR01] for sharing available context information.
In LIME, tuple spaces are adapted to achieve coordination among mobile environ-
ments where decoupling in time and space are needed.

3.6.1 Context Model

LIME [MPR01] does not provide widgets to get sensor information, rather context
is represented by tuples. LIME stands for Linda in a Mobile Environment. Linda
[Gel85] is the first implementation of the Tuple Space Model. This model enables,
asynchronous interprocess communication. In Linda different processes can com-
municate each other through a tuple space, where data can be access concurrently.
Tuples are a series of typed arguments representing the communicated data like
〈“data”, 12, 3.5〉. Linda has three basic operations. Adding a tuple to the tuple
space is done by an out(t) operation, where t represents the tuple to be added. Tu-
ples are removed using an in(p) operation where p represents a pattern like 〈“data”,
?integer, ?float〉. Using pattern matching this pattern matches with the previously
presented tuple. It is also possible to read a tuple using an rd(p) operation. The
difference between in and rd is that the former removes the tuple and the latter
just read it.

LIME breaks up the single tuple space of Linda in multiple tuple spaces. It also
extends the operations to allow registering reactions to the appearance of tuples in
the tuple space.

3.6.2 Context Sharing

Each process has its own interface tuple space, and different tuples spaces in the
same host are merged together in a host tuple space. Tuple spaces of hosts that
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are in each other’s communication range are merged in a so-called federated tu-
ple space. Connectivity between devices determines when they share information
or not. Thus, the mobility of devices triggers engagement and disengagement of
the tuple spaces. The interface tuple space is accessed using the Linda operations
presented in section 3.6.1. Engagement is triggered by the arrival of a new mobile
unit. As a consequence, the contents of the interface tuple spaces are merged in
a single and atomic step. Disengagement also relies on tuple location where tran-
siently shared tuple space are separated as if each mobile device were alone. Figure
3.2 illustrates the engagement and disengagement process.

Figure 3.2: LIME - Engagement and Disengagement of tuple spaces

Context clients can access context information using read operations or can
receive specific events by means of the weak or strong reactions presented in the
next section.

3.6.3 Context Reaction

LIME extends Linda by adding the concept of reaction. A reaction R(s,p) repre-
sents a code fragment s corresponding to the action(s) that must take place if the
pattern p matches with a tuple in the tuple space. Reaction can take place one time
(i.e when the first matching tuple is encountered) by specifying the ONCE mode,
while the ONCEPERTUPLE mode allows the reaction to take place once per each
found tuple.

3.6.4 Conclusions

LIME adapts the coordination primitives provided by Linda to the domain of phys-
ical and logical mobility. It does not offer a dedicated mechanism for acquired
context information and it focuses in the context sharing by means of a distributed
tuple spaces. With this approach the problem of a centralized component like the
discoverer in Context Toolkit and GAIA is avoided, using the tuple space model
context information becomes available at the time devices are connected and merge
their tuple spaces. Like in the previous approaches reactions are defined in the
based code, using specific scenarios. Furthermore reactions take just one tuple in
order to be triggered, not complex description of a composite context.
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3.7 Conclusions

Applications that dynamically adapt to their changing context require mechanisms
to detect and respond to changes in their environment. Context-aware systems
focus on facilitating the development of context aware applications for the software
developer. They provide different mechanisms from the context acquisition to the
reaction in order to adapt to the current behavior. However, incorporating context
into applications involves the consideration of a set of concerns more related with
end-user needs. As we have seen, dealing with adaptations in these systems is
usually heavily tangled with the base code of the applications in the form of if-
then predicates. GAIA seems to be a good approach to take the adaptations out of
the current code. However like in the other approaches, they need to be completely
defined by developers, which may not be completely aware of what the user’s needs
are. As a result users have context-aware applications only for specific scenarios
that may not fullfill their specifications or needs. In this dissertation we propose
a methodology to involve the user on context-aware applications. Users must be
provided with a mechanism suitable for them. One possibility is using organic user
interfaces, which are presented in the next chapter.



4
Context and User Interaction

In this dissertation, we argue for an accessible methodology to involve the user
in the development of context-aware applications with an open ontology to de-
scribe the world. So far, we have shown that different frameworks have emerged
with the purpose to facilitate the development of context-aware applications. They
provide an infrastructure for simplifying developer’s work. However they are not
intended for end-users, which are not involved in the development process. This
way, context-aware applications are developed focusing on context acquisition and
sharing. Reasoning about context is limited to fit specific scenarios that may or
may not satisfy user goals and tasks. User’s needs are not expected to evolve
since applications do not provide means to support this evolution. Devices may
also not change or provide different services or exhibit different characteristics
between similar devices, because they are hard coded to specific scenarios. We
have identified the need of an interface to involve end-users in the configuration of
context-aware applications. This interface should be easy to use, powerful, natural
and intuitive. With respect to interfaces that make the human computer interaction
(HCI) more natural in a context-aware application, the approach of Organic User
Interfaces seems to fit these requirements.

In this chapter, we first present what the principles that underly organic user
interfaces. Subsequently, we present some emerging approaches that have been
proposed to allow end-users to create and/or configure context-aware applications
to fit their own unique needs. Most of them do not require coding, instead they use
visual-based interaction which generate code that matches the user’s desires. Our
analysis in each approach comprises three parts: first of all we analyze what context
model is provided for users. Subsequently we describe how the user interacts with
the system in order to define the scenarios with the desired behavior. The third part
of our analysis highlights how these approaches adhere to the organic user interface
principles which are presented in the following section.

32
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4.1 Organic User Interfaces

OUIs (Organic User Interfaces) are based on natural laws that relate to physics,
biology and human cognition1. The process of cognition includes sensation and
perception, thinking, imagery, reasoning and problem-solving. OUIs follow four
principles: fluidity, intuitiveness, robustness and calmness. These principles aim
to improve the usability of user interfaces.

Principles

Fluidity refers to the fact that an interface is prevailed by a simple and clear set of
rules. This way, users are guided and restricted by these rules. This principle is
based on the observation that all physical phenomena can be explained by means
of the laws of physics, without unexpected actions.

Intuitiveness aims to give to users a natural understanding of the functionality.
In order to do so, it is necessary to understand the human cognition of the world.

OUIs are robust since they can survive or recover from some errors.
Calm interfaces are non-intrusive. The interaction takes place when users are

available. When these interfaces provide information they do not demand that the
user stops his current task. But this information is available when the user need it.

4.2 CAMP

CAMP (Capture and Access Magnetic Poetry) [THA04] is centered in a home en-
vironment that enables end-users to program them. It is based on magnetic poetry
metaphor, using natural language. The system uses the W dimmensions [TAB01]
to specify specific different scenarios (who, what, where and when).

4.2.1 Context Model for Users in CAMP

Context is presented to the user through words in small building blocks, like if
they were fridge magnets. CAMP provides a diverse vocabulary. This vocabulary
is categorized by color and the W dimmensions presented in [TAB01]. Here we
present part of the vocabulary from [THA04]:

who: I, me, everyone, no one, family, stranger, etc.
what: picture, audio, video, conversation, etc.
where: kitchen, living room, home, everywhere, etc.
when: always, later, never, a.m., morning, day, before, Sunday, January, etc.
general: 1, 2, record, remember, view, save, etc.
Considering that a home environment is less dynamic than other environments,

this approach will require an extensive vocabulary to enable users to configure
their applications in other environments. Even if devices publish their vocabulary

1http://media.informatik.rwth-aachen.de/organic.html
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to others, users have to check the available services in each environment and define
new sentences each time. This could be time consuming and annoying for some
users, and there by fails to fulfill the calm principle of OUI. One solution to this
could be to provide some storage of vocabulary that enable users to define their
scenarios later. However since it is just centered in a home environment where
devices do not change as dynamically as in others, this is not an issue.

4.2.2 User interaction with CAMP

An user study precedes CAMP. The purpose of the study was to understand how
users may access and interact with context-aware applications. The results reveal
that people do not refer to devices in their scenarios instead they focus on function-
ality. It is important to notice that this study was performed in a home environment.

In CAMP users describe scenarios with the desired behavior using the available
vocabulary for constructing sentences. Furthermore users are able to create new
words by combining the existing vocabulary. Users are provided with: a reposi-
tory which contains all the vocabulary available, a working area where they define
their scenarios and an interpretation area that displays the mappings to the specific
technology. In figure 4.1 we present an example of a scenario created by a user.
This scenario wants to record pictures of baby Billy and display them at the current
user’s location [THA04].

Figure 4.1: CAMP example of user’s scenario [THA04]

After the specification of the scenario, CAMP maps the magnet representation
to a specific technology in use. The resulting mapping is displayed to the user,
which can then choose to redefine the description. This way users describe their
goals without any knowledge of which devices are active in that scenario and what
connections are involved. However if we use this kind of approach in an other
environment like an office, it may be important to know which devices are available
and what properties they have. Consider for instance using a printer service. In an
office environment we can have different printers, one black and white printer and
one other color printer . In this scenario, users need some means to know which
devices are available in order to use one, even if at a first glance they do not care
about using the devices.
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4.2.3 OUI analysis

CAMP is more concerned with the fluidity and intuitiveness of the interface. The
rules that dictate how to interact with CAMP are simple and intuitive since users
construct sentences representing the desired behavior, like commands. However
one problem with the robustness of the system is that it does not provide mech-
anisms to test if the defined rule is what the user really wants or not. CAMP’s
interface is calm since users are able to define rules whenever they want, but this is
limited to a home environment. An important point is that when a defined rule did
not precisely capture what the user wants, it may not be possible to adapt the rule
accordingly.

4.2.4 Conclusions

Providing a set of atomic functionalities seems to be a very useful way to keep
systems easy to use, however the flexibility is limited. Categorization of the context
blocks and color coding are mechanisms that enable to group context information
and identify them. However this classification is done by developers. Users specify
goals in sentences without any explicit knowledge of what devices are acting. From
this approach we note the necessity for some kind of context storage that enables
the users to define preferences or scenarios at the moment they want it (i.e. when
that context may no longer be active)

4.3 ACCORD

ACCORD (Administering Connected Co-Operative Residential Domains) uses the
metaphor that devices and sensors are represented by puzzle shaped icons [HCH+03].
Like CAMP, it is centered in domestic environments. Since it is more concerned
with the ease of use, the level of freedom is limited.

4.3.1 Context Model for Users in ACCORD

We can see that it differs with CAMP since the pieces of puzzle represent actual
sensor and devices, and in CAMP users do not care about which actual devices
correspond to the word in their vocabulary. The reason of using the puzzle pieces
to represent the context is in order to control meaningful connections between de-
vices. This way having icons with different shapes users can determine whether a
component provides, transforms or uses data as is shown in the figure 4.2.

For instance, a motion sensor is naturally not able to process any input and only
provides sensor data. The other way around, a device that provides a certain service
like a device that makes sound available does not provide any output that could
be meaningfully connected to any other component. However in a more general
scenario it would depend on the kind of situation. Since the iconic representation
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Figure 4.2: ACCORD examples

is given by developers, it can be confusing for users as they can have a different
interpretation for them.

4.3.2 User interaction with ACCORD

The scenarios are accomplished using the special editor that ACCORD provides.
The editor is composed of a repository where every discovered service is made
available as a puzzle piece. In the editor the workspace area enables users to con-
nect devices and services to fit their needs using the available puzzle pieces in the
repository. Figure 4.3 depicts an example of one scenario defined by a user. This
scenario combines the doorbell, the webcam and a portable display. The interpre-
tation of this is that whenever the doorbell sounds take a picture of the person that
activates it and show the picture in the the portable display.

Figure 4.3: ACCORD user’s scenario [HCH+03]
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4.3.3 OUI analysis

ACCORD like CAMP is centered in fluidity and intuitiveness since the metaphor
used for the context it is more familiar and easy for users. Fluidity in terms of
the rules that restrict the system are quite easily understood by users by using the
context representation as iconic puzzle pieces. For users the different shapes repre-
sentation helps them to intuitively connect different devices. Iconic representation
may helps in the intuitively of the context, however since they are not defined by
users can become a resource of ambiguity.

4.3.4 Conclusions

In ACCORD users make use of predefined functionality. It shows the available
services and devices. The applied metaphor is user-friendly but it can be lead to
ambiguities in the interpretation. Like CAMP, ACCORD provides a repository of
available devices, and a working area to define the scenarios.

4.4 CADEL

CADEL (Context-Aware rule Description Language) is a language which has a
syntax similar to natural language [NYS+05]. However it also provides a graphical
interface where users define the situation with the corresponding action that may
take place. Like the previous approaches it is used in a home environment. CADEL
focuses on the problem that different users may control the behavior of the same
device, leading to conflicting directives.

4.4.1 Context Model for Users in CADEL

CADEL uses the rule approach, where we have some conditions that have to be met
in order to trigger an action. It also follows a syntax similar to natural language.
Thus scenarios can be described like: At night, if the entrance door is unlocked for
1 hour, turn on the alarm [NYS+05]. Also, it enables to define new words based on
others that already existed. However the natural language may not be user-friendly
enough, because users have to memorize the specific syntax. CADEL provides
a graphical interface in order to assist the user and make the rule creation more
intuitive.

4.4.2 User Interaction with CADEL

Figure 4.4 presents the provided interface. CADEL’s interface like ACCORD’s
shows the available sensors and devices. CADEL also enables users to define new
words.

As we already mentioned, CADEL provides a mechanism to avoid conflicts
between different rules that affect or change the state of the same device. Since
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Figure 4.4: CADEL Interface [NYS+05]

context is subjective to the user, different users may expect different behavior from
the same device. For instance, one user prefers a temperature that for others may
be too cold or too warm. Thus users use an interface to specify which rule has
higher priority.

4.4.3 OUI analysis

CADEL is an intuitive interface since it follows the if-then rules definition. Like
in the previous approach users has to define rules when the services are available.
This is due to the fact that devices and services that are currently available offer to
build new rules.

4.4.4 Conclusions

CADEL provides a means to users to look up devices and services. It assists users
in the rule definition that dictates the behavior in according to particular circum-
stances. Each user has different preferences and perceives their environment dif-
ferently. A priority mechanism is provided in order to resolve conflicts between
different rules that affect the same device.

4.5 CAPpella

CAPpella is a programming by demonstration Context-Aware Prototyping environ-
ment intended for end-users [DHB+04]. Programming by demonstration means
that the user interacts with the system to show how the desired program should
work.
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4.5.1 Context Model for Users in CAPpella

The environment is captured and represented to the user using data streams in a
graphical sheet. This graphical sheet contains all the output of the sensors and the
time. An example of this representation is presented in figure 4.5 in the sampling
sheet part.

Figure 4.5: CAPpella Interface [DHB+04]

4.5.2 User interaction with CAPpella

CAPpella provides a recording system: users are only responsible to train the appli-
cation. After the user starts the recording system, CAPpella captures the available
data from the different sensors, and also keeps track of all actions that take place
during the recording. During this recording time, users show how the application
should behave and execute the actions. Afterwards, users select the stream infor-
mation they consider to be relevant. Users may train the application until they are
sure that it performs the correct actions in the situations that they are interested
in. Thus a kind of learning process takes place while training. Users are able to
discard samples of data that may not be significant for the training of the system.

4.5.3 OUI analysis

Even though the context model for the user is not as intuitive as CAMP or AC-
CORD, the interaction model allows for fluidity. However users may feel annoyed
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during the training period. The use of low-level information in the interaction
interface can be regarded as unintituive since users do not care about low-level in-
formation. The programming by demonstration makes the system intuitive, since
users are interacting directly with the context.

4.5.4 Conclusions

Users are required to work directly with sensor output to select streams which they
consider to be relevant. We consider this a drawback since users may not have
knowledge about what the relevant streams are for the current setting. Users are
forced in some way to deal with low level information. Machine learning is one
of underlying the principles of this approach. By means of identifying actions and
situations represented by sensor streams the user can effectively train applications.

4.6 iCAP

ICAP (Context-aware Application Prototyper) [DSSK06] enables the creation of
prototype context-aware applications without writing any code. It allows a higher
degree of flexibility, but as a consequence it introduces more complexity. Like
CADEL users specify the situation and the associate action in a rule-based ap-
proach.

4.6.1 Context Model for Users in iCAP

Users are responsible for creating the entities of the environment and the actions.
Users may create each element they will use and associate an iconic representation
for each. Thus users work with icons that they associate, and that are significant
for them.

The rules that guide the behavior are categorized: activity, object, location,
time, person and state. People entities have preferences that enable them to con-
figure devices for their personalization environment. These preferences include
light, sound and temperature. Users can specify if their personalization preferences
should be activated in a specific location or not.

This approach emphasized the use of relationships, such as spatial relations
between different locations or social relations betwen persons (family, superior,
etc.)

4.6.2 User interaction with iCAP

Like CAMP a user study was done. Their results show that users describe context-
aware applications in terms of if-then rules. And in contrast with CAMP, they
observed that users were focused on objects. However users are not concerned
with sensors or sensing.
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Thus the user interaction with iCAP is described by if-then rules. Entities are
created by the user: she has to determine which entities are relevant, create them
if they do not already exist in the repository. For each entity users add an icon that
enables to personalize and have a more friendly representation. Also, each entity
is associated with a group (e.g colleague, family) which was previously defined
by the user. Such groups allow categorizing entities, and it is a means to establish
relations between entities.

Users also create the outputs and also associate a category to them: an iconic
representation and the type of output (e.g. binary to specify on/off).

The iconic representation then enables to create the rules by dragging and drop-
ping them to the rule sheet. The rule sheet consists of two parts: the condition sheet
and the action that takes place when the conditions are met. In figure 4.6 we can
see both parts of the interface.

Figure 4.6: iCAP Interface [DSSK06]

With iCAP users are able to prototype, test and deploy context-aware appli-
cations. In order to test them it provides an interface that enables to simulate the
values. Figure 4.7 displays this interface.

4.6.3 OUI analysis

In terms of fluidity and intuitiveness, iCAP exhibits quite complex rules. However,
they give more freedom to use it in more general environments. Different aspects
make iCAP intuitive. First of all, its metaphor is based on a user study that shows
that users perceive context-aware scenarios as if-then rules. Furthermore the use of
iconic representations given by users enable that in some way they describe context
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Figure 4.7: iCAP Test Interface[DSSK06]

as they conceive it. Also it enables creating connections between entities by means
of the different relationships that can be established. Providing the testing of the
rules, users make sure that there will not be undesirable behavior in their devices.

4.6.4 Conclusions

iCAP constitutes a rich environment to involve users in the prototyping of context-
aware applications. The concept of introducing rules and restricting the choice is
useful in the customization of the context-aware applications. Categorizing and
relating entities seams to be a natural way of user cognition of the world.

4.7 Conclusions

In this chapter we have reaffirmed that users must be provided with mechanisms
to express their needs. The use of these mechanisms should not require special-
ized technical knowledge in order to extend the power of context-aware applica-
tions. These approaches show and recognize that end-users need a simple way
to specify behavior for their applications. As users and their environment evolve,
context-aware applications need to provide the mechanisms for coping with such
evolution. They offer different mechanisms and languages that require little or no
programming knowledge.

We identified important mechanisms that could be provided for end users in
order to give them an interface that enables the configuration and use of context-
aware applications. Almost all approaches shown provide a repository with ser-
vices or devices available. This repository allows users to create their own sce-
narios using the services or devices available. Categorization and mechanisms to
establish relationships are important. Also we identify the need to provide mecha-
nisms to define their rules at the moment they desire to do so.
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Crime

In this dissertation, we argue for an accessible methodology to involve the user in
the development of context-aware applications with an open ontology to describe
the world. Having explained the mechanisms to develop context-aware applica-
tions, this chapter focusses on the CRIME coordination language which is the basis
of our experiments described in the next chapter.

CRIME (Consistent Reasoning In a Mobile Environment) is a logic coordina-
tion language for mobile ad hoc networks which offers a structured way to deal
with the device disconnections [MSP+07]. This is done by asserting and retracting
facts to constantly reflect the current context and keeping a link between causes
and consequences in rules.

This chapter comprises two main parts: first of all the CRIME coordination
language itself is introduced. Subsequently we describe the fact space model which
captures the distribution model underlying the CRIME middleware.

5.1 Logic Coordination Language

The Logic Coordination Language enables applications to reason about their con-
text. An application is able to adapt to the current state of its environment by means
of rules defined in this language. The logic coordination language is based on the
logic programming paradigm which we presented in chapter 2.

The Logic Coordination Language is a logic language which is interpreted by
means of forward chaining (as more specifically Rete). In order to more efficiently
support retractions and reassertions of facts, CRIME implements the Rete algo-
rithm detailed in chapter 2. Since CRIME is based on logic programming, it has
facts and rules. The CRIME syntax resembles Prolog syntax.
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5.1.1 Crime Syntax

In CRIME we can have literals like numbers, strings and symbols. Variables are
preceded by a question mark.

Facts

Consider Bob’s mobile phone. It has a fact encoding his personal information:

Listing 5.1: CRIME’s Fact
userInfo(925251, Bob, Ross, "bob_ross@vub.ac.be", VUB).

A fact in Crime is formed by a type and a series of arguments. It may not
contain any variables. In this example, the userInfo is the type of the fact. The
fact contains: an user’s id, the name, the family name, his email-adress, and the
place where he works. Note that a fact can only contain literals (numbers, strings
or symbols).

Rules

Rules follow the action ← condition form. In Crime a rule has prerequi-
sites and consequences. The prerequisites of a rule are formed by facts that can
contain symbols and variables. Variables in Crime are denoted by a question mark
preceding their name. The consequences can be application/user specific actions
or facts. The application or user specific actions are denoted by a colon prefix.
These kind of actions are Java classes that inherit from the Action class. Crime
uses the symbol “:-” to separate between prerequisites and consequences and it can
be interpreted as an “if”. Like in Prolog, a comma is used as an “and” operation
between the prerequisites.

Consider the following mobile phone example. This mobile phone is equipped
with an accelerometer. This sensor makes it possible to detect when the mobile
phone is rotated from portrait to landscape and viceversa. A fact representing the
current position of the cell phone may look like: position(portrait). Con-
sider for example the following rule:

Listing 5.2: CRIME Display Configuration Rule
:changeDisplayTo(?application, ?currentPosition) :-

position(?currentPosition),
running(?application).

In this rule, we have an action which is called ChangeDisplayTo whose
variables should be bound in the prerequisites. This rule enables changing the cur-
rent display configuration for the application currently running. Crime also enables
the use of other constructs from Prolog like not, and accumulating constructs like:
bagof, findall and length.
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Not Coming back to the example presented in section 3.1, if we want to define
the volume profile then we must have a rule like the one in listing 5.3

Listing 5.3: CRIME Rule using Not
:ChangeSoundProfile(Loud), profile(Loud) :-

activity(925251, driving),
colleague(Bob, ?colleague),
not person(?colleague).

With this rule we change the sound profile if there is no colleague and Bob is
driving. The negation consist in just add the not to the prerequisite.

Findall Consider that we want to know all the persons that are in the vehi-
cle. We must define a rule like the one presented in listing 5.4. The findall
statement has three arguments: the first one (e.g. ?person) represent a vari-
able which occurrence will be checked in the query of the second argument (e.g.
location(?person, vehicle)), and the third argument is the variable where
all the occurrences in the query are accumulated in a list (e.g. ?persons).

Listing 5.4: CRIME Rule using Findall
present(?persons) :-

findall(?person,
(location(?person, vehicle). ),
?persons).

Thus if we have facts presented in listing 5.5, with the rule of listing 5.4, the fact
present([925251, 919212]) will be asserted.

Listing 5.5: CRIME’s Facts of location
location(925251, vehicle).
location(908070, house).
location(919212, vehicle).

Bagof The bagof statement is slightly different from findall, consider the
rule defined in listing 5.6. The bagof statement allows to accumulate according to
other variables. Consider again the facts in 5.5. with the rule of listing 5.6 we will
assert the two following facts: present([925251, 919212], vehicle)
and present([908070], house).

Listing 5.6: CRIME Rule using Bagof
present(?persons, ?place) :-

bagof(?person,
(location(?person, ?place). ),
?persons).
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Length On the other hand, the length statement can be used with findall
and bagof, the length statement has two arguments one that is a variable which
contains all the accumulated values in a list and another that corresponds to the
number of elements in the list. Thus for example the rule presented in 5.7 will
assert the fact number_present(2). Hence this rule gets how many people
there are in the vehicle.

Listing 5.7: CRIME Rule using Length
number_present(?number) :-

findall(?person,
(location(?person, vehicle). ),
?persons),
length(?persons, ?number).

5.2 The Fact Space Model

The fact space model allows the coordination between applications and it gives
them a consistent view of their environment [MSP+07]. With the fact space model,
applications perceive their environment as a set of facts constituting the knowledge
base in a federated space, instead of tuples like in LIME presented in chapter 3

In order to provide the necessary support to exchange context information in a
mobile environment, this model provides an application with multiple fact spaces.
At least each application has a private interface fact space whose facts are not
shared, whereas the facts residing in other interface spaces are published or shared.
The interface fact spaces are integrated with the host level fact space which enables
them to transparently share context information between applications in the same
host. Figure 5.1 illustrates such host level fact spaces on two disconnected host for
our scenario presented in section 3.1.

Figure 5.1: Fact Space Model on disconnected devices
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5.2.1 Federated Fact Space

When different hosts get into one another’s connection range, their host level fact
spaces are joined into the federated fact space as is illustrated in figure 5.2.

Figure 5.2: Fact Space Model - Federated Fact Space

Applications in the fact space model have the option to adapt themselves when
they assert the shared facts from other applications in the exchanging process.
When the facts representing the current context are asserted, new facts can be as-
serted or some actions take place in order to adapt the application. The retraction
of facts takes place when the host that shared them it is no longer in the connection
range. This model enforce, having a compensating action that takes place when
facts are retracted.

Quantified facts

In order to implement the federated fact space model, Crime provides quantified
facts, they have the following form:

Listing 5.8: CRIME - Quantified fact

public -> location(925251,vehicle).

In this example the location fact is public, hence it is shared. The fact space
can take any name. If a fact does not have a fact space specified, then it is consid-
ered to be private and it will not be shared with other applications in the current
devices and other applications running on co-located devices. Likewise, it is possi-
ble to define rules based on the fact space of facts or define actions that assert facts
in a specific fact space.
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Crime Actions

In Crime, actions must inherit from the Action class. Thus inheriting from Ac-
tion class enforces to have two specific methods: activate which is executed
when all the prerequisites are met; and the other method is deactivate which
describes a compensating action that takes place when at least one or more prereq-
uisites are no longer met.

Consider the example presented in section 3.1, where Bob wants to change his
profile, to redirect all the calls to the answering machine when he is in his vehicle.
To do so, he has defined some preference facts like the following:

answerMachinePreference(vehicle, on).

Also, he has some part of his personal information available:

public -> userInfo(925251, Bob).

Here, we have that Bob’s Pda has defined the following rule:

Listing 5.9: CRIME Rule to redirect the sound of a Pda
:answerMachine(?state) :-

public -> location(myID, ?place),
answerMachinePreference(?place, ?state).

This rule means that if Bob has a call preference where he specifies the place
answerMachinePreference(?place, ?state) and the place is equal
to his current location location(myID, ?place) it may change the answer
machine state. Thus answerMachine action may look like:

Listing 5.10: CRIME action
public class AnswerMachine extends Action {

public static Pda pda;
public void activated (Vector args) {

pda.answerMachine(args.elementAt(AttributeValue.STATE));
}
public void deactivate (Vector args) {

pda.answerMachine(AnswerMachine.DEFAULT) ;
}

}

So, when Bob get in his vehicle, the vehicle detects his presence by means of a
computer in the vehicle. Bob’s Pda and the computer in the vehicle are co-located
and exchange context information. Bob’s Pda shares the userInfo, and based
on this the vehicle’s computer publishes a fact indicating that the person with user
identifier 925251 is present:

public -> (location(925251,vehicle)).

Since the prerequisites of the answerMachine rule are now met, it is activated and
the answering machine is turned on. When Bob gets out of his vehicle, the fact:

public -> (location(925251,vehicle)).
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will be retracted. As much the prerequisites are no longer all met, so the deactivate
method is executed, resetting the answering machine to the default value.

5.3 Conclusions

The Fact Space Model used by CRIME is able to manage the disconnection in a
ad hoc network. This is done by keeping a link between causes and consequences,
in order to have a compensation action when the disconnection takes place. The
context information, represented as facts, is asserted to the knowledge base when it
is available and retracted when it is not. Also this information is shared in the host
and federated fact space. The assertion and retraction of facts gives applications a
consistent view of their environment, enabling them to adapt to them.

We have presented the principles of CRIME, since it constitutes the basis for
our experiments presented in the following chapters.
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An Open Ontology in CRIME

In this dissertation, we argue for an accessible methodology to involve the user in
the development of context-aware applications with an open ontology to describe
the world. So far we have explained the traditional mechanism to develop context-
aware applications where users are not involved in the configuration process that
determines which environmental aspects are important in order to perform adap-
tations. Thereafter, we presented some approaches that try to involve the user in
configuration or prototyping of context-aware applications, using GUI interfaces.
We also described CRIME, which is the basis for our experiments. In this chapter
we focus on some extensions we did to CRIME to make it easier for the user to de-
scribe the world. We make a extension to the CRIME context model, which allows
to establish hierarchical relationships and enable to make partial matching.

6.1 Describing the World

When we are in the field of context-aware applications we have to consider highly
dynamic environments and heterogeneous real world situations. These scenarios
involve many types of entities, where each entity may offer different services and
exhibit different characteristics. All these things must be modeled and handled in
a context-aware setting. Consider the following situation:

Bob constantly makes use of different printing services. At work, he just prints
papers and reports, thus he just makes use of the black printer. However, Bob works
with variable groups of people in different floors of his building. Each floor offers
different printing services. Each floor is equipped with at least one black printer
and one color printer. At home, sometimes he prints his photos or images with his
color printer. Also, he prints interesting articles with his black printer.

In this scenario we are faced with different entities that provide the same ser-
vice of printing. However each entity may have different characteristics (e.g. black

50
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or color), and may or may not exhibit different characteristics.

6.1.1 Describing the World in CRIME

Currently in CRIME, context information is represented as facts. Each fact is com-
posed from attributes that must be constants. In addition, CRIME enables to reason
about the context using rules. Rules formed by actions and conditions. These con-
ditions are formed by patterns where the main difference with facts is that they can
contain variables. Reviewing the presented scenario we can have facts like the ones
depicted in listing 6.1, where the semantics of the attributes are preconceived by
the developer.

Listing 6.1: CRIME - Facts without data structures
printer(P10CAB, black, laser, 600, VUB)
printer(P98PO, color, inkJet, 500, VUB)

Consider that Bob makes two different rules. When he is working with docu-
ments and he wants to print them, he wants to send them to a black printer, while
for printing images he uses a color printer, as it is illustrated in figure 6.1.

Figure 6.1: Scenario

Thus in order to accomplish the specified behavior, Bob can define rules like
the ones presented in listing 6.2.

Listing 6.2: CRIME - Rules without data structures
:Print(?printer, ?fileName) :-

printer(?printer, black, ?type, ?dpi, ?brand),
print(?fileName, document, ?size, ?creator, ?date).

:Print(?printer, ?fileName) :-
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printer(?printer, color, ?type, ?dpi, ?brand),
print(?fileName, image, ?size, ?creator, ?date).

Some problems can arise with the current facts and rules. First, the semantic of
each attribute in a fact is not clear. As a consequence, in order to define rules about
it, there must be some mechanism to know the real meaning of each attribute. Also,
positional dependencies, for example each printer exhibit their id, if it is color or
black, its type, its resolution and its brand, this characteristics must be in the given
order, if one printer has other order of attributes like having its type before the color
or black type, for instance: printer(P98PO, inkJet, color, 500, VUB),
the second rule is no valid for this printer, and it will be necessary to define a
new rule even if the functionality is the same, just because of positional restric-
tions. Other problem that we identify is an arity constraint: we can see that
each entity must exhibit the same number of characteristics in order to define
a general rule. Thus if Bob has at home a printer that exhibits the following:
printer(P40PH, color, laser, 800, EMOOSE, photo), in this fact a new
attribute is added (photo) which corresponds to the quality. So, Bob has to define
other new rule like the one presented in listing 6.3 to consider also this printer. In
previous examples, we expect that printer facts contain five attributes instead of
six, this small difference makes the rule presented in listing 6.2 not valid for these
kind of facts, even if the other attributes are the same. Given that the number of
attributes and the order of them are important, we have to add variables to fulfil
all the attributes even if we do not use them as parameters in the action. In our
examples we have to add the printer’s brand and the file’s creator as variables even
if they do not constituted relevant information for the rule definition.

Listing 6.3: CRIME - Other Rule without data structures

:Print(?printer, ?fileName) :-
printer(?printer, ?type, color, ?dpi, ?brand, ?quality),
print(?fileName, image, ?size, ?creator, ?date).

6.2 Composition and Structuring Mechanisms

Composition is a rich mechanism that enables to have one piece of data composed
of other pieces, that in some cases may be composed from other pieces as well. In
figure 6.2 we present how the composition information occurs by defining userInfo,
consider that each circle it is a piece of data describing the world. However as
we can see, some relations, that establish some structure in the information, must
exist between them and some times they exhibit more characteristics than others
given the size of it. However it is also possible to create hierarchical relationships
between them.
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Figure 6.2: Composition and Structuring of contextual data

6.2.1 Lists

Lists are useful data structures. We have added lists to CRIME using the Prolog
syntax. We enable two types of syntax to express lists. Lists are enclosed between
square brackets. An example of a common list is [elephant, dog, cat, frog].
They enable to group information that is related in some way. They can contain
any attribute as list element, even other lists.

If a bar “|” is put just before the last term in a list, it means that this last term
denotes a sub-list. Inserting the elements before the bar at the beginning of the
sub-list yields the entire list. For example, [elephant, dog, cat, frog]

is the same as [elephant, dog | [ cat, frog ] ], and also the same as
[elephant | [dog, cat, frog ] ]

Reviewing the example of the printing services, using the list in CRIME, facts
may look like the ones presented in listing 6.4.

Listing 6.4: CRIME - Facts using Lists
printer([P10AB, black, laser, 600, VUB])
printer([P98PO, color, inkJet, 500, VUB])
printer([P40PH, color, laser, 800, EMOOSE, photo])

In listing 6.5 we define again the same rules but now using lists.

Listing 6.5: CRIME - Rules using Lists
:Print(?printer, ?fileName) :-
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printer([?printer, black| ?detail]),
print([?fileName, document| ?rest]).

:Print(?printer, ?fileName) :-
printer([?printer, color| ?detail]),
print([?fileName, image| ?rest]).

We review the problems presented in the previous section (semantic ambiguity,
positional dependencies, arity limitation, unused variables) but now with the use
of lists. First the semantic of each attribute in the fact is still not clear. However
it is possible to group information using a list and to make some hierarchical rela-
tions since lists may contain list as well. Positional dependencies, are still present
since we have to know the position of the attribute of interest. However the arity
limitation is somehow solved since we only need to know the number of attributes
before the one that is of our interest. Thus for the case that Bob has in his house
a printer that exhibits the following where we can identify that the list has one el-
ement more printer([P40PH, color, laser, 800, EMOOSE, photo]).
This way the rules presented in the listing 6.5 are still applicable, since the fact
printer([P40PH, color, laser, 800, EMOOSE, photo]) matches with
printer([?printer, color| ?detail]), even if it includes the quality at-
tribute (photo quality) that other printer’s facts do not have. Unused variables de-
pend of the position in the list of the interested attribute if the attribute that we
want to use to filter or that it is a parameter in the action is the last one, then we
must specify all the attributes. For instance, if we want to print just in printers
with brand equal to VUB, we already know that the brand is the fifth attribute,
thus we have to add the first four attributes too and it will result in a pattern like
printer([?printer, color, ?type, ?resolution, VUB | ?detail])

in the condition part of the rule. However if the attribute that we are interested is
the first one, we just need to get the head of the list and the rest is irrelevant for us,
taking out some unnecessary variables.

6.2.2 Records

Given that the lists still present some problems with the flexibility of the world
representation, we propose records. To introduce records in CRIME we add the
JSON syntax [Cro06]. Adding these records to CRIME was made by adding a new
kind of attribute, in next section we give more details on this.

JSON syntax in CRIME

JSON (JavaScript Object Notation) is a lightweight data-interchange format [Cro06].
It is language independent. JSON is built using records which consist of a collec-
tion of name/value pairs. This notation enables to specify significant meaning to
each attribute and interrelations between them.

Using JSON records we balance between a rigorous specification and ease of
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use. This balance is achieved by using a pair relation that enables to specify the
vocabulary, which meaning is unambiguous. Thus developers are responsible to
define meaningful semantic relationships between the terms.

A record is an unordered set of name/value pairs. A record begins with “{”
(left brace) and ends with “}” (right brace). Each name is followed by “:” and
the name/value pairs are separated by “;”. Also we enable the different relational
operators, not only equality.

Consider again the example so far presented in this chapter. We can have facts
like the ones shown in listing 6.6.

Listing 6.6: CRIME - Facts using Records
printer({ id:P10AB;

prints:color;
type:laser;
resolution:600;
brand:VUB }).

printer({ id:P98PO;
prints:color;
type:inkJet;
resolution:500;
brand:VUB }).

Also we can make more generalized facts like the ones presented in figure 6.7.

Listing 6.7: CRIME - Facts using Records
service( { printer:

{ id : P10AB;
type : laser;
prints : color;
resolution : 600;
brand : VUB }

} )

In listing 6.8 we define the same rules we have been defining so far, but using
records. Going back to the analysis we have been doing, we can see that the seman-
tic of each attribute now is clear. It is a fact that it also depends on the name given
to each attribute. The positional problem is solved since now it only depends in
the name given to the attribute. The rules are applicable to all the facts of the same
type that have the attributes given. We are not longer dependable of the number of
attributes that one printer has an other not. We only depend of the type of fact and
that it exhibit the same name attributes that we are interesting in. We make partial
matching since we just match the attributes that we are interested in. Thus we also
avoid adding unnecessary variables, since we only specify the ones that are of our
interest. We can make finer control, since we can add relational operators like in
the second rule of listing 6.8; here we do not just filter color printers but we are
also interested in printers which resolution is greater or equal than 600.
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Listing 6.8: CRIME - Rules using Records First Form

:Print(?printer, ?fileName) :-
service( { printer:

{ prints : black }
} ),

print( { file : ?fileName;
type : document } ).

:Print(?printer, ?fileName) :-
service( { printer:

{ prints : color;
resolution >: 600 }

} ),
print( { file : ?fileName;

type : images } ).

We enable two kinds of notations using the records. In listing 6.9 we present
the second notation which meaning is the same as the listing 6.8. In this notation
we can bind variables with attributes and then go inside to the attributes of the
bounded variable. If we look for a specific attribute using the variable, this variable
must first be bound with a record, otherwise will not match. This notation enables
to use the complete records, and also pieces of them. For example if we want to
use complete file information, we just make use of the ?file variable, but if we
need some particular information, we just take the part we are interested in, like
?file.filename : ?filename, to get file’s name.

Listing 6.9: CRIME - Rules using Records Second Form

:Print(?printer, ?fileName) :-
service(?service),
?service.printer : ?printer,
?printer.prints : black,
print(?file),
?file.filename : ?filename,
?file.type : document.

:Print(?printer, ?fileName) :-
service(?service),
?service.printer : ?printer,
?printer.prints : color,
?printer.resolution >: 600,
print(?file),
?file.filename : ?filename,
?file.type : document.
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6.3 Rete Extension

Some extensions to the Rete algorithm were necessary to support list data struc-
tures, records and the use of relational operators in CRIME. In addition we have
also added three new constructs that enable: create persistent facts that will help
to create a history of context information, a predicate that enables to get all the
current context available and a history one to get the past context.

6.3.1 Parsing

The parsing process of a rule is the first step to get the Rete network. In [SP07] the
Backus-Naur form of a simplified grammar of CRIME is presented. We present
in listing 6.10 the extensions that we did in order to support more complex data
structures, presented in the previous section.

Listing 6.10: Syntax of the CRIME extensions in Backus-Naur form

<rule> ::= <actions> ’:-’ <conditions>
<actions> ::= <action> ’,’ <actions> | <action>
<action> ::= <ser action> | <pattern>
<ser action> ::= ’:’ <pattern>
<conditions> ::= <pattern> ’,’ <conditions>
<patterns> ::= <pattern> ’,’ <patterns> | <pattern>
<pattern> ::= <type> ’(’ <attributes> ’)’
<attributes> ::= <attribute> ’,’ <attributes> | <attribute>
<attribute> ::= <variable> | <cte> | <list> | <record>
<list> ::= ’[’ <attribute> | <attribute> ’]’

| ’[’ <attributes> ’]’
<record> ::= ’{’ <pairs> ’}’
<pairs> ::= <pair> ’;’ <pairs> | <pair>
<pair> ::= <key> <relational_operator> <value>

We have seen that each pattern, that forms the condition of a rule, has attributes.
Our extension proposes to add new kinds of attributes like lists and records. We
already mentioned that each list can take the form of head and tail. It can also take
the simple form of a list of attributes, each one follow by a comma. However our
internal representation follows the head-tail notation. On the other hand, records
consist of key-value pairs. In the condition part of a rule we can have records that
enable to filter using relational operators, not just equality. We include operators
like “!:” not equal to, “<:” less than or equal to, “>:” greater than or equal to, “<”
less than, “>” greater than.

In figure 6.3 we present a diagram of some of the extensions we did. We
extended the Attribute class with a CompoundAttribute class which enables
to have an attribute composed of other attributes.
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Figure 6.3: Attribute Extension

6.3.2 Filter Nodes

Filter nodes constitute the alpha network in the Rete algorithm. We had to extend
filter nodes to provide support for this kind of structures. The FilterCompound
Attribute class is derived from the abstract class Filter where we define the
pass method. We use indexing, this index represent the complete address of an
attribute, and recursively matching between all parts of the compound attribute. In
figure 6.4 we present a detailed index representation for the userInfo example
using list, where we just specify the name composed of the firstname, the family
name, and the age. Also, in figure 6.5 we present the same example, but using
records. Filter nodes, filter attributes based on this indexing. Filtering a compound
attribute includes all the constant filters that form the complex data structure. For
example in the case of lists, consider that we have a prerequisite with the following
pattern: person([[Bob|?lastname]|?age). For this pattern one filter node is created
to filter those facts which contains Bob in the correct position. This filter node
contains the exact address (0→ List.HEAD→ List.HEAD) where it has to be the
Bob symbol. If it is not possible to reach the address or the value found is not equal,
then it does not pass the filter and no token is passed. In the case of records it is the
same approach, using the index. Additionally, in the case of records, checks are
performed in terms of relational operators.

6.3.3 Join Nodes

Join Nodes make use of the VarChecker class in order to check between differ-
ent variables. However an extension was required in order to support not only the
equality checks between variables, but also checks using different relational oper-
ators. In order to support relational operators a variable checker must include the
comparator that will be used to perform the check. This parameter is additional to
the four indices indicating the index of the fact in the right and the other in the left
side of the join node, the index of the attributes that must be checked. Nevertheless
each variable can be put under different constraints. Consider for example that we
want to find people older than Bob. We will have a rule like the one presented in
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Figure 6.4: List Indexing

Figure 6.5: Record Indexing

listing 6.11

Listing 6.11: CRIME - Rule older than
olderThan(?name, Bob) :-

person({name:?name; age >: ?age}),
person({name:Bob; age : ?age}).

In this rule a join node will receive a variable ?age from the left side of the join
node; the variable will be put under the constraint greater than, while from the
right side the variable will be put under the equality constraint. Thus, we have to
determine how the comparison will be done. In this example the resulting join
node will check the following condition right.?age >: left.?age. From
this example we determine that at least in order to create a join node, one of the
variables should be put under the equality constraint.
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We subsequently explain how the Rete network is constructed by means of the
following example:

Bob attends a domino club every Wednesday. Since there is an upcoming
domino championship, he is trying to find a good team-mate to play with. In order
to do so, he has defined a new rule for saving all personal information available
of different players that attend the club. He filters their information based on the
score and the age. He is looking for persons that have at least the same score he
has, and that are around 30 - 40 years old.

The rule is depicted in figure 6.12.

Listing 6.12: Rule with Rete complete description
:SaveContact({contact:?person; group:DominoClub}) :-

personalProfile(?me),
?me.score : ?score,
location(?me, DominoClub),
service(?person),
?person.score >: ?score,
?person.age >: 30,
?person.age <: 40.
.

In figure 6.6 we present a small representation of the rule presented in our pre-
vious example. We can identify that we never specify the score, however we make
sure that the combination is possible, since we have a way for binding the value
of score (?me.score:?score). The variable ?me should be a record because the
expression ?me.score : ?score indicates that it contains a pair which key is
“score”, and the same for the person variable. We identify that filtering a com-
pound attribute means to filter each of the attributes that form it, as shown in the
figure.

6.3.4 Pickers

AttributePicker class permits that production nodes get from tokens attributes.
These attributes are parameters for the action. We extend the AttributePicker
class for the new structures. Each picker of a compound attribute is formed by
a vector of attribute pickers, that contains all the pickers for each attribute that
conforms the compound attribute.

6.3.5 Persistent Facts

In chapter 4 we have highlighted the need to provide mechanisms to save con-
text information in order to allow users to define rules later and not annoying
them with the definitions of new rules each time an action takes place or when-
ever new context information is available. We have mention that CRIME gives
a consistent view of the environment by means of asserting facts that show the
availability of services, thus when the device disconnection takes place, the facts,
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Figure 6.6: Rete with records and Relational operators

that were exchanged with it, are retracted. However there are context informa-
tion that could be useful to keep. In order to do so, we have added the persistent
construct that enables to add a fact but without any retraction when its prerequi-
sites are not longer available. The persistent construct receives as arguments a set
of facts with their corresponding arguments in each fact. The arguments of each
fact can be variables that have to be bounded with the rule’s prerequisites. List-
ing 6.13 shows an example of using the persistent construct. This example creates
a persistent fact (knownService) with the same argument (?service) as the
serviceAvailable fact and that has not been created yet.

Listing 6.13: Persistent construct
persistent(knownService(?service).) :-

serviceAvailable(?service),
not knownService(?service).

Using the persistent construct we allow to determine which information is rele-
vant to keep and the way it will be saved. It is also possible to save context informa-
tion and share it by means of the fact space model (e.g. persistent(public
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-> knownService(?service).)). And after the creation of a new persis-
tent fact, it is possible to define rules using it as any other fact.

The Rete network for this construct is the normal: where filter nodes are created
for each attribute that are not variables and join nodes are created for variables
presented in different patterns. The persistent expression is an extension of the
Event class. This event conforms the action part of a rule. Instead of attributes
it receives an ExpressionList of facts to create. The only difference is the
iteration process in order to create pickers for each attribute of each new persistent
fact to create.

6.3.6 History Context

It is possible to retrieve saved facts by means of the findall statement, where we
filter based on a predefined fact kind. For instance we can create a persistent fact
for each service that we encounter, as shown in listing 6.14. Then using findall
we can get all the attributes that constituted the previous events by assuming that
all facts we received have the same kind.

Listing 6.14: History by means of findAll
persistent(knownService(?service).) :-

serviceAvailable(?service),
not knownService(?service).

:DisplayHistory(?services):-
findall( ?service,

( knownService(?service). ),
?services ).

However this form can be restricted since we have to save the facts using a
single fact kind (knownService), or if we want to have different kinds, to get
all we need different rules with findall statements. Also we need to know the
arity of each fact that constitutes the history. We have added the history construct
which enables to get all history context. We consider all persistent facts plus cur-
rent context as history context. This construct has three parameters. The first one
enables to filter context history based on the fact space, the second filters the fact
kind, and the third which is used as an accumulator variable where the facts that
conform the history context are returned as a list of facts. The Rete network for
this construct is created by using two filter nodes just if they are needed. One fil-
tering the fact space and another filtering the fact kind. Finally we have added an
AccumulatorNode that accumulates all occurrences of certain facts (filter by
fact space and fact kind). This node contains a cache which stores all the facts that
contitute the context history, according to the filtering specified in the construct.
Whenever the cache is updated, the previously sent token to the children must be
retracted. For instance, consider that it is the first time Bob uses his Pda that is
context-aware, and he wants to save all the printer services available as history.
Listing 6.15 illustrates the defined rules. The first rule indicates that he wants to
save all printer services that he finds. While the second enables him to get all the
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printers that he has saved, as part of the history context. This last rule is triggered
each time a new persistent fact with the knownPrinter kind is saved.

Listing 6.15: History construct
persistent(knownPrinter(?printer).) :-

printer(?printer),
not knownPrinter(?printer).

:DisplayPrintersSaved(?printers):-
history(private, knownPrinter, ?).

6.3.7 Current Context

This construct enables to get the available context of an application. Building
the Rete network for a current expression is very similar to that of the history
expression. The construct has three parameters. The first one enables to filter
current context based on the fact space, the second one filters the fact kind, and the
third one which is used as an accumulator variable where the facts that form the
current context are returned. We make use of the Rete network to avoid iterating
and filtering over a memory in the root node. We make the assumption that all facts
that are not persistent are considered as part of the current context. This assumption
is what makes the difference in the Rete network, which needs an extra filter node
that filters only facts that are not persistent.

6.4 Conclusions

In this chapter we have presented our extensions to the CRIME language. Theses
extensions provide a way to describe the world, based on composing and structur-
ing data. We have added two different data structures: lists and records. Using
records we provide a free and sufficiently generic structured way for defining con-
text information. We use the open term to indicate that it is flexible, extensible
and adaptable to constantly changing parameters and the type of information we
are describing with it. It has minimal barriers to adoption by the environment. We
have also presented the most important aspects of the implementation of this ex-
tension. First the parsing of the structures and then the required extension of the
Rete network to support them.

In the following chapter we explain the accessible methodology for end-users.
CRIME, augmented with the extensions presented in this chapter is used to illus-
trate the methodology in the following chapter.
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An Accessible Methodology

In this dissertation, we argue for an accessible methodology to involve the user in
the development of context-aware applications by means of an open ontology to
describe the world. In chapter 3 we have shown that context-aware systems focus
on facilitating the task of developers during the implementation of context-aware
applications. However, the context reasoning, that determines when an applica-
tion should adapt, is hard coded in the application base code. This way, current
context-aware applications try to anticipate all possible scenarios and propose fixed
adaptation for them. These scenarios are designed by developers, based on their
experience and intuition. However, developers may not know which response is
more appropriate in a particular context. End users are the ones who really know
how their application should behave. Moreover, different users interact differently
with the environment. Additionally, user needs change and evolve over time: using
fixed scenarios does not allow context-aware applications to follow this evolution.
Also, users feel they lose control over their applications [BD03], since their appli-
cation can behave in an unexpected way nor do they exactly know the reason for
their applications’ behavior. Thus, if context-aware applications fail anticipating
the users’ desired behavior, this in general leads to frustration and nonacceptance
of context-aware applications.

In order to give the users control over their context-aware applications, ap-
proaches like the ones presented in chapter 4 have emerged. We have highlighted
some properties that are common, and others that are desirable to have. We identify
a need for an abstraction level that enables end-users to interact with their context-
aware applications. Also, they have to be provided with a discovery mechanism
to be aware of what kind of services are available. In order to have real scenarios
where users define the adaptations they want; users must be provided with mecha-
nisms to allow them to create their own scenarios with the corresponding behavior.
Furthermore, users should not be disturbed during their activities in order to de-
fine new rules that determine the behavior of their applications. This implies the

64
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need for the storage of history context, to enable users to define their rules at a
later moment. In order to define the scenarios, users may interact with all the real
and possible context information. Once defined the rules should be verifyable, so
that users can check whether the application’s behavior is as desired, and if needed
redefine them. Some intelligence could be added, but it should be controllable,
in order to avoid unexpected behavior. In this chapter we describe which are the
principles of the methodology we propose and how to use CRIME augmented with
the extensions described in the previous chapter, in order to configure, develop and
design context-aware applications. We make use of the mobile phone environment,
for illustrating the latter.

7.1 Developer concerns

There are many scenarios that developers cannot anticipate and some assumptions
about the desired behavior will not match the users’ expectations. The development
of context-aware applications requires more than defining specific scenarios and
associated reactions. The design decisions should include aspects that permit users
to interact smoothly with their applications and hand the control to them.

7.1.1 Abstraction Level

In order not to confuse or annoy the user, context information must be abstracted
and filtered. For instance, if we provide users with the current coordinates given by
their GPS sensor, this information may be not understandable for them. This way
we want to limit the information and separate low-level information from high-
level information. Developers provide a library of mappings of low-level to high-
level context. This higher-level abstraction shields users from lower level data,
which concepts may not be clear, or comprised by overly detailed or irrelevant
information. In the given example, users might treat locations by name rather
than by the coordinates provided by their location sensor. In general, the level of
abstraction depends also on the type of application at hand. Listing 7.1 shows the
kind of rules that we refer, using the location rule.

Listing 7.1: Abstraction Level Rule
location({person:?person; at:?place}) :-

coordinates({id:?id; x:?x, y:?y, name:?place}),
person({id:?id; name:?person}).

In this example we use the records presented in the previous chapter in order
to clarify the semantics of each attribute.

Past and current context

Users interact in different environments, where each of them contains relevant con-
text information that is available just at the time the users are in the connection
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range. We propose to provide some control by means of a discovery mechanism
that enable users to know which is the current context; the current context is the set
of context information currently relevant and available.

Expecting users to define their rules the moment that the context information
is available, could be annoying for them. In order to enable users to define the
scenarios that fit their needs the moment they want to do so, contexts should be
stored. As such, when the context is stored in a context history, this context history
can be used at a later time to define new scenarios for adaptations. And linking
particular context with certain actions, will enable users to see what they have done
before in similar situations or in which context he have repeat the same adaptation.

During our CRIME implementation we have enable to filter history and current
context based on the fact space type, since we are considering that not only context
information can be shared also history context. However different considerations
must be taken into account. Given the limited resources of target systems, devel-
opers must define what and where context information should be stored by means
of rules, or they can delegate part of this task to end-users and allow that they de-
cide which kind of information they save. Also, some storage strategies must be
provided: we refer as storage strategies keeping just a specific amount of context
history, or overwrite the last context history information when the stack of context
history is full.

Listing 7.2 shows a rule example that defines which kind of information we are
storing in our example. This is done by the persistent construct that we introduce
in chapter 6

Listing 7.2: Saving past context
persistent(serviceKnown(?service).):-

service(?service),
not serviceKnown(?service).

This way if a printer service is available, we saved it by means of a fact like the
one presented in listing 7.3, but with the serviceKnown kind and we can have
the information even if the service is not longer available.

Listing 7.3: Fact Example
service({printer:{

id:P101;
prints:color;
ip:10.0.1.12
}

})

7.1.2 Adaptations

Adaptations are all the possible actions that an application can do in order to adapt
to a certain context. Developers should define which actions should be available for
users. In this step, developers have to define two sets of information: one dictating
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the basic functionality the device should have, and the other set determining which
actions can be used as adaptations by users. However, these two sets can intersect,
which means that some actions can be shared in both sets.

Visible actions for users should be provided as black boxes, hiding technical
details of how the adaptation is implemented. These actions can have a set of
mandatory parameters. These parameters consist of context information that it is
required in order to make the adaptation. A very simple example is when we want
to ignore incoming calls when we are at the meeting room, the mandatory context
in order to ignore a call is obviously a call. The fact representing that we are at the
meeting room is just to fulfill user expectations about where to ignore incoming
calls, but it is not required to ignore an incoming call.

7.1.3 Default Behavior

Developers can provide some predefined adaptations with certain scenarios. How-
ever, users must be able to activate, deactivate or modify them in order to fit their
needs if they do not. For instance in our cellphone example, developers can pro-
vide a rule that changes to silent profile each time the user enters a public place.
Though this seems a useful rule, developers cannot guarantee if it is a desireable
rule to have for all users. In this step we can add rules that do not take into account
human aspects, (e.g. the display configuration (portrait or landscape) example that
we have already mention).

7.2 User Interaction

Context information is available for users in a structured way and with the sufficient
level of abstraction that allows users to be involved as they can manually modify
the behavior of their applications. In addition they are assisted with how to define
the scenarios that dictate the adaptations.

In our example we have provided a discovery list that includes all entities in
the history. We have given them derived from the record representation a tree
representation as shown in figure 7.1.

This representation enables to get the necessary entities to define their scenar-
ios. Also we allow to adjust the values to create new rules.

7.2.1 Query by Example

Since most people are not able to program, we propose an interaction technique
which resembles QBE (query-by-example) [Zlo77]. QBE is a language, that by
means of a graphical interface, enables the management of a relational data base.
Users use skeleton tables to get the required information by filling in the table
spaces with examples of the desired retrieval. These table spaces are filled with
constants and variables. In our case, we work with examples of context entities
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Figure 7.1: Discovery List

instead of example tables. We introduce this approach by means of different exam-
ples. Initially users are presented with an example context entity which exhibits a
skeleton and values for each characteristic as shown in figure 7.2. We implement
this display where the first column refers to the name or key of a record pair, the
second column enables to define if the key is mandatory and from the third to the
end we can add different conditions.

Figure 7.2: A context entity example

The figure 7.2 is a graphical representation for the facts listed in listing 7.4.

Listing 7.4: Fact examples
service({Person:

{name:
{firstname:Bob;
lastname:Thom};

age:20;
nick:Me}

}).
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Person({name:
{firstname:Bob;
lastname:Thom};

age:20;
nick:Me}).

Users may now change the row value to express the example context entity they
want. It is possible to select or deselect key elements they do not consider relevant
to filter. For instance if the user is just interested in persons who’s first name is
“Bob”, then she might select the firstname. However since the firstname
is part of the name and the name part of a person, then the parent keys (person
and name) are also selected as shown in figure 7.3. Figure 7.3 also includes the
age, which means that the age of a person is available, but that the value in this
particular case is irrelevant.

Figure 7.3: A context entity example with partial key selection

This way users interact with skeletons of real entities.

Qualified filtering

Qualified filtering enables to specify conditions using operators such as: !:, >, :>,
<:, <. They place restrictions on the attribute values. For instance, if we consider
that we want to define a scenario where the battery level is between 0% and 20%
we need a condition like the one depicted in figure 7.4.

Figure 7.4: Qualified filtering

Different entities

If a user needs to define a scenario that requires two or more entities, she may do
so by adding the corresponding entities to the scenario and modify the values of
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the generated skeletons. Consider for example that we define a scenario where the
presence of Bob’s boss (Ted) determines the action to ignore incoming calls from a
particular number. This scenario involves two entities: the presence of Bob’s boss
(Ted) and a call from the particular number. Figure 7.5 illustrates this scenario.

Figure 7.5: An entity for modelling Bob’s boss and an entity for modelling an
incoming call

This scenario shows that allowing users to define adaptations themselves, en-
ables to define adaptations based on social aspects (e.g. a social relation as the
boss-employee relationship). This is much harder to do when hard coding
context adaptation logic.

Links between different entities

We can establish links between two or more entities by means of variables. When
two entities share the same variable for a particular attribute, then these attributes
must have the same value for the entities to match. Consider a scenario where
we want to add a contact to Bob’s contact list but only when the contact is not
already present in the contact list. Making sure that the person’s name is not al-
ready present in the contact list can be done by linking the contact and person
entities through the variable ?name, as depicted in figure 7.6.

Links in the same entity

The same variable can be used multiple times in the same entity, to denote that two
keys should have the same value. For instance if we want to display all the contacts
that have the same name as their nick name, we may use an instance like the one
shown in figure 7.7.
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Figure 7.6: Link between different entities

Figure 7.7: Links in the same entity

Negation

Negation implies the absence of an entity. Variables in a negative entity must also
appear in a positive entity. Consider the scenario where we want to add a contact
to Bob’s contact list if they not already exist in the contact list. Figure 7.6 already
illustrate this scenario, by means of a not check box.

Getting values for actions

In this last scenario, in order to add a new contact to the contact list, users need to
specify from where to take the information needed to add a new contact. Adding a
new contact requires the name of the person and the phone number. Users can pass
variables like parameters to actions.

Using this approach, a user concentrates on which entities determine the be-
havior they want and the connections between them. Since developers already
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filter and make the abstractions for the user, users are able to use this context in-
formation, and define rules that will dictate the desired behavior in the context
they define. Notice that users define rules by using real entities. Allowing users
to define their applications’ behavior permits that these applications agree with the
users’ expectations.

7.3 Feedback Mechanism

The feedback mechanism supports understanding and gives users an idea of how
and why their applications exhibit some behavior. Also, the feedback mechanism
allows to maintain rules. It is quite challenging to define the right rules at once.
Rewriting and redefining rules gives an initial solution to transform it in a better
solution. This implies that some generalization or specialization of rules is needed.

In addition, a rule is considered relatively independ of other rules. However,
different rules can be triggered by the same context. Hence some support to make
the user aware of these cases and/or deal with them, needs to be incorporated.

7.3.1 Rule Generalization

Users may define a new rule each time they perform an action, using the current
behavior, and without doing any modifications to it. Unfortunately, such rules may
be to specific to be used in a broad set of situations. A rule can be generalized
when a user applies an action already defined in another rule where the entities that
constitute the scenario have a similar skeleton. If we have two similar situations
where common context entities are taken into account and the action is the same,
then users can create a generalized version of this rule.

In order to provide rule generalization and rule specialization, the history con-
text is not sufficient. We need a link between the adaptations and a picture of the
context at the moment the adaptation takes place. This allows to do a comparison
of similar scenarios to define a good rule.

Consider the following scenario, Alice is Bob’s client. Bob has created a rule
that allows him to ignore incoming calls from the number 12341234 since it was
the first scenario he had the first time when Alice was around. In listing 7.5 we
show the rule.

Listing 7.5: IgnoreCall rule example
:IgnoreCall(12341234) :-

call({number:12341234}),
person({name:Alice;

phone:23452345;
address:{

street: "Place Carnoy";
number: 11;
zip: 1200

}
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}),
profile({sound:Loud; tone:Tone1}),
battery({level:70}).

However, during the day Bob ignores different calls. For example, if he re-
ceives a call(number:56785678) he ignored it because Alice was at same
point around. He can identify that the rule he has just defined is to specialized
to cover other possible scenarios. He can define a rule for each new scenario,
however since the profile and the battery level constitutes part of the context,
he will have to define a rule for each level of the battery if it is not contem-
plated. To generalize the rule, different actions can be done, first take out infor-
mation that he does not consider as relevant for his scenario like the profile
or the battery. However he can also make variables of this values for instance
profile(?profile). Then he has to notice that the actual phone number does
not matter: he just wants to ignore all incoming calls when he is with Alice. Then
he has to change call(number:12341234) to call(number:?number)
and pass the ?number variable as a parameter to the IgnoreCall action. More
generalization is possible, if we have the contact information like: contact(na-
me:Alice; number:23452345; group:Client) we can make a more
generalized rule that applies for all clients, rewriting the rule as in listing 7.6.

Listing 7.6: Generalized rule IgnoreCall example
:IgnoreCall(?number) :-

call(?call),
?call.number:?number,
person(?person),
?person.name:?name,
contact({name:?name;group:Client}).

7.3.2 Rule Specialization

If users find a rule that is successful in one situation and not in another, some
specialization is needed to add conditions that make the rule more restrictive or
not applicable in such a situation. Consider that Bob has generalized the rule as
the one presented in listing 7.6. However he trusts Billy one particular client. So,
Bob wants to be able to receive the calls even when his client Billy is around.
The previous rule is general, but not good enough to catch this particular scenario.
This way specialization is required in order to match this scenario. In order to
do so, Bob needs to add the following condition: ?person.name!:Billy. In
this scenario we can see that allowing the user to define his own rules may create
scenarios that could not be conceived in a hardcoded approach.

We have exemplified rule specialization and generalization by means of simple
examples. However this task is not trivial for end-users. We propose a system
based on inductive logic programming [Fla94] in order to suggest the user possible
generalizations or specializations of rules. However our current extension does not
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cover this. We provide means to get the current and history context as it was shown
in chapter 6.

7.3.3 Conflicting Rules

A user’s actual situation can trigger different rules at the same time: these may
conflict with each other. Bob has defined two rules, one is dictating that whenever
he is at the meeting room, his cellphone’s profile switches to silent. The second rule
switches the cellphone’s profile to loud at lunch time. However, the behavior of the
cellphone is not clear when we have tea at the meeting room during lunch time.
Both rules are applicable in this scenario, but we cannot apply both. Users need
mechanisms to determine which rule should apply in case of conflicting actions.
Priority mechanism like in CADEL [NYS+05], presented in chapter 4, can be
applied. However there are other conflict resolutions strategies that may be helpful
like specificity taking the most specific rule.

7.4 Conclusions

In this chapter we propose a methodology to allow the development of context-
aware applications that take into account end-user considerations. We have de-
scribed the most relevant properties of such a methodology, which we have iden-
tified in the previous chapters. We propose the QBE approach in order to interact
with users. This way, users are able to define their rules to suit their needs and
determine how their applications should react in a given scenario. Rule general-
ization and specialization is an important task during the definition of new rules.
Through these are not trivial tasks for end-users, it is possible to create a recom-
mender systems that assist users in this process.
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Conclusions

In this dissertation, we argue for an accessible methodology to involve the user in
the development of context-aware applications with an open ontology to describe
the world. During chapter 3, we have illustrated that when we look at current
context-aware systems (Context Toolkit, JCAF, WildCAT, GAIA, LIME), we came
to the constatation that end-users are not involved in the development of context-
aware applications. Context-aware systems focus on facilitating the task of de-
velopers during the implementation of context-aware applications. These context-
aware applications have fixed adaptation logic. This way, current context-aware
applications try to anticipate all possible scenarios and propose an adaptation for
them without taking into account users.

8.1 Contributions

While proving our claim, the following contributions were made:

• In chapter 4 we presented a survey of current approaches (CAMP, ACCORD,
CADEL, CAPpella and iCAP) whose aim is to allow users to interact with
their context-aware applications. We have evaluated them by means of the
four principles (fluidity, intuitiveness, robustness and calmness) that dictate
organic user interfaces. This survey constitutes part of the case of the con-
siderations we take in our methodology.

• The first step towards user interaction is to have an expressive mechanism to
provide contextual information. Unfortunately, the use of simple predicates
like the ones used in GAIA or CRIME, have some restrictions: the semantic
of each attribute it is based on an ontology that users may not know, po-
sitional dependencies, the arity must be fulfil and evolution constraints. In
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order to diminish these restrictions, we made an extension to CRIME, as ex-
plained in chapter 6. This extension is based on structuring and composing
contextual information by means of lists and records. These mechanisms
provide a better understanding of contextual information inside facts, not
only for users, but also for developers.

• We proposed an accessible methodology that involves the user in the de-
velopment of context-aware applications. This methodology describes con-
siderations for users during the development of context-aware applications.
Developers have to reach beyond the particular implementation itself, and
they have to design the means for user interaction. We can summarize this
methodology in the following points:

– Users must be provided with knowledge that allows them to have an
understanding of what their application knows about the context. In
order to provide this knowledge, an abstraction level is required, which
is provided by a library of mappings of low-level to high-level informa-
tion. Also means to save relevant context information that will enable
users to used them latter.

– Developers must provide well defined actions that users can take to
define their own scenarios and associated adaptations.

– A mechanism for rule definition where they associate context informa-
tion, that represents their scenario, to an action. This way defining their
own adaptations in the form of rules. We have proposed an approach
similar to query by example that enables them to define and establish
relationships between the entities involved in their scenarios.

– Applications have to provide feedback. We have identified three prob-
lems that arise in rule definition: rules can be to general or to specific
or/and they can conflict with other rules. Part of this feedback will
enable to manage these three problems.

8.2 Future Work

The following points correspond to possible continuation of the work presented in
this dissertation:

Management of context history

We have added the persistent construct to the CRIME language to define which
context information developers or users want to store as context history. Deleting
this history implies the retraction of these persistent facts. Our current approach
creates a persistent fact each time the preconditions of the rule are met. How-
ever, some other mechanisms can be provided in order to store significant infor-
mation. For example: save just the first occurrence of an entity represented by a
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fact, save the last one, save a particular amount of data (e.g. the first four), save the
more specific entity (e.g. if we have two records, the one which has more pairs).
This last case the action part of the rule may look like persistentSpecific(
knownPrinter( ?printer ).). Where if we receive the fact printer(
{id:100; ip:“10.0.1.10”, prints:color; resolution:800;-
paper:available; quality:photo} ), first this rule will save this as a
knownPrinter fact and when a new fact like printer( {id:300; ip:-
“10.0.1.7”; prints:black} ) is asserted it will not be saved since it is
less specific than the first one.

Support on the rule definition

Provide smarter mechanisms to maintain user rules. A recommender systems is
suggested to support users to deal with the complexity involved in the rule gener-
alization and rule specialization. A technique that can be use for this is inductive
logic programming addressed in [Fla94].

Also different conflict resolution mechanisms exist (e.g. priorities, based on
past activations , FIFO, random, etc.). However more investigation is needed, in
terms of which or whose strategies are more suited for end-users, how they can
specify them. In CRIME this will imply to add new constructs to specify the con-
flict resolution strategy. Like the priority construct of GAIA that we illustrate in
chapter 3.

User interaction

We have shown that organic user interfaces seem to fulfil the level of interaction
required for context-aware applications. However, none of the current approaches
presented in chapter 4 fulfils all of the principles (fluidity, intuitiveness, robust-
ness and calmness) required for organic user interfaces. We have implemented
a small interface for rule definition using our approach, resembling query-by-
example however work has to be done in order to provide an interface that fulfils
all the principles. Afterwards we would need a study with end-users to prove the
effectiveness our approach.

Complex cases

We have to perform more complex case-studies applying our methodology, than
the examples investigated so far. This will enable to evaluate in different settings
and larger ones the feasibility and effectiveness of our approach.
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