Molecular dynamics modeling of the structure, dynamics and energetics of mineral–water interfaces: Application to cement materials
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Abstract

This paper reviews molecular modeling studies of water structure in nano-confinement and at fluid–solid interfaces and presents new molecular dynamics (MD) modeling results for water on the surface of tobermorite. MD modeling provides detailed information about the structure, dynamics and energetics of water at solid surfaces and in confinement that can add significant additional molecular scale insight to experimental results. For the tobermorite (001) surface the results show strong structuring of water in the channels between the drietkette silicate chains and above the surface due to the development of an integrated H-bond network involving the water and the surface sites. Calculated diffusion coefficients for the surface-associated water are in good agreement with published experimental results.
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1. Introduction

Hydrated cements have pore sizes that range from a few nanometers to microns, and the physical and chemical properties of cements, including strength, shrinkage, creep, and chemical reactivity are greatly influenced by water and solute in the pore system. A major challenge to cement science is to understand the behavior of this water on different length and time scales, to understand the molecular scale origin of its behavior, and to be able to control the physical and chemical properties of cement-based materials by tailoring the characteristics of the pore system. It has long been known that the structure and physical properties of water near surfaces can be substantially different than those of bulk water, that surfaces can perturb the fluid structure and properties up to several molecular diameters from the surface, and that these differences are key to understanding mineral surface chemistry. Despite decades of study, however, the structure, dynamics and physical properties of this near-surface water remains incompletely understood [1–28]. For cement materials, recent experimental studies involving especially field cycling NMR relaxation and neutron scattering methods are adding significant new insight [29–33]. Computational modeling using both quantum chemical methods and force-field based, molecular-scale methods including molecular dynamics (MD) and Monte Carlo (MC) techniques offers significant, untapped potential to investigate water and its interaction with solid surfaces in cement systems. Molecular computer simulation is playing an important role in advancing understanding of near-surface water for many kinds of materials [5–8,11–13,27,28,34–42]. Here we review the results of recent computational MD modeling that provide new insight into the structure, dynamics, energetics of water and solute on the surfaces oxide and hydroxide phases and in confined spaces. Key points from these results are the following. (1) The development of an integrated, 3-dimensional hydrogen-bonding (H-bond) network across and perpendicular to the surface plays a dominant role in controlling the properties. (2) The structure of this H-bond network is greatly influenced by the substrate structure, composition and charge distribution. (3) The evaluation of molecular-scale
dynamical effects is essential to understanding these interactions and the structure and properties of surface-associated water cannot be understood independently of dynamical behavior over a wide range of frequencies.

MD computer simulations provide an effective method to quantitatively investigate the statistical properties of H-bond networks, because relative to quantum chemical methods the useable system sizes are significantly larger and the simulation durations can be significantly longer (e.g., [43,44]), and because well-tested potentials are readily available (e.g., [45,46]). Several papers in the volume “Molecular Modeling Theory and Application in the Geosciences” [47] discuss important aspects of molecular modeling theory and methods as applied to aqueous solutions and mineral–solution interfaces, and Kirkpatrick et al. [48] discuss the details of calculating vibrational dynamics of surface and interlayer species.

Application of computational molecular modeling techniques in cement and concrete science has increased rapidly in recent years. There have been a number of studies of the origin of the cohesion forces in hydrated cement paste or applying the results [49–58]. There have also been studies of the structure of C–S–H [59], the origin of the effect of borate and phosphonate retarders [60,61], the structure of AFm phases [12], Cl– binding in hydrated cement pastes [40,62], and the structure of model ASR phases [63].

2. Molecular dynamics simulations

The theory of classical MD simulations and the computational algorithms needed to effectively implement these methods on large, multi-processor computers are well developed (e.g., [64]). The key issue for a given class of problems is the set of interatomic potentials (the force field) used for the calculations, and their many different approaches. We employ the CLAYFF force field [46], which is specifically optimized for low-temperature hydrous minerals and does not require a priori definition of most chemical bonds. With the current generation of computers, this non-bonded (pseudo-ionic) approach allows the study of large, complex and disordered systems containing hundreds of thousands of atoms in solid and fluid phases and at solid–fluid interfaces. It is intrinsically less accurate than ab initio and quantum MD methods, but it is able to capture the complex and cooperative interactions that are critical to understand interfacial and nano-confined water. The absence of defined chemical bonds for most interatomic interactions allows effective and relatively simple treatment of solids, fluids and interfaces and proper accounting of energy and momentum transfer between the fluid phase and the solid. It also keeps the number of interaction parameters small enough to allow modeling of large and highly disordered systems. The only defined bonds in CLAYFF are O–H in H2O, OH-groups in the solid and on the solid surface, and the bonds in aqueous oxyanions (e.g., SO4\(^{2−}\)). The flexible simple point charge (SPC) water model [65,66] is used to describe the H2O and OH behavior. This model has been well tested in many simulations of aqueous systems (e.g., [45,67–69]). The principal limitation of this approach is that it does not allow for ligand exchange reactions such as making and breaking of O–H bonds, thus preventing modeling of proton exchange reactions in the fluid or with the surface. This imitation requires a priori definition of the surface protonation state to model, e.g., pH dependent behavior. Development of generally applicable reactive force fields capable of addressing these situations is a significant need in cement chemistry [41,70–72]. Cygan et al. [46], Kalinichev and Kirkpatrick [40], and Kirkpatrick et al. [48,63] show examples that demonstrate the effectiveness of the CLAYFF approach, and Kirkpatrick et al. [73] provides additional discussion of the wide range of different modeling approaches now in use.

MD simulations are performed by building the desired computer model of the structure, assigning the individual atoms or molecules initial positions and velocities, and then allowing
the system to evolve according to the laws of classical Newtonian mechanics and the imposed interatomic interaction potentials (force field). These structures can be built atom-by-atom, but for crystalline phases they are more typically based on the positional parameters of known structures. These structures can be modified as needed to, for instance, account for positional disorder over a crystallographic site or to protonate or deprotonate a particular surface O-atom or OH-group. Three-dimensional periodic boundary conditions are typically applied to model a bulk system, and Ewald summation is used to account for long-range Coulombic interactions (e.g., [64]). Models of mineral–fluid interfaces are generated by cleaving the mineral model structures, often in the middle of an interlayer, and filling all or part of the remainder of the simulation box with water molecules or aqueous solution (Fig. 1). In most cases, the number of H2O molecules in this layer is chosen to give a fluid density of \( \rho \approx 1 \text{ g/cm}^3 \). In our simulations, the thickness of the water layer is typically more than 30 Å to minimize interaction of one surface with another in the periodic model structure. The structural and dynamical effects of surfaces extend to about 15 Å (approximately five diameters of a water molecule), and with water layers greater than 30 Å thick, the water in the center of the layer has essentially bulk liquid properties, and the water at one interface is not affected by the opposite interface to any significant extent (e.g., [42]). The time step for the numerical integration of the Newtonian equations of motion for the system of \( N \) atoms is, typically, 0.001 ps, and the resulting dynamic trajectory of the simulated system in its phase space (an ideal multi-dimensional space in which the \( 6N \) coordinate dimensions represent the positions and velocities of all \( N \) atoms) is recorded for analysis every 0.004 ps. As in all computational approaches to molecular scale problems, care must be taken to adequately sample the phase space of the system to ensure that it is not trapped in a local energy minimum. For crystalline phases this is not usually a difficult problem, because the starting configuration is normally a known structure. For aqueous fluids and solid–fluid interfaces without solute, the reorientational and diffusional correlation times of water molecules are relatively short, and the system properties typically converge to their equilibrium values over a few 10 s of ps. For systems containing a solid-fluid interface and dissolved solute, we position the ions in the aqueous phase at distances not less than 8–10 Å (\( \sim 3 \) molecular diameters of H2O) from the solid surface and carefully monitor their dynamic evolution and any adsorption onto the surface.

A typical simulation normally consists of a pre-equilibration stage in which the atoms move under only an energy minimization algorithm, a further pre-equilibration period of MD simulation lasting 50–500 ps during which the system reaches its equilibrium thermodynamic state, and a final equilibrium MD period of typically 100 ps to 1000 ps during which the trajectories of all atoms are recorded for further statistical analysis. For solid–fluid systems containing solute species, those atoms that become associated with the interface typically move to it during the pre-equilibration stage but often undergo exchange with the solution during the MD runs. This allows evaluation of surface site lifetimes. Quantitative results for structural parameters such as radial distribution functions (RDFs), interatomic distances and angles, and H-bond configurations; dynamic parameters such as diffusion coefficients, adsorption site lifetimes, and power spectra of atomic motion; and energetic parameters such as bulk system energy and energies of adsorption are obtained only from analysis of the equilibrium stage of the MD trajectories. The power spectra (total dynamical density of states) of the entire system, individual species and even the motion of individual species in particular directions are calculated by Fourier transformation of the atomic velocity autocorrelation functions (e.g., [48]).

Hydrogen bonding plays a dominant role in defining water structure and dynamics, and detailed analysis of the H-bond network in the simulated system is important in understanding its structure, dynamics and energetics. The criteria for the existence of a \( \cdots \text{O–H--O} \) hydrogen bond (HB) used here are those often used for bulk liquid water [74]: the intermolecular O–H distance \( R_{\text{O–H}} \) less than 2.45 Å and the angle, \( \beta \), between the O–H vector in the H-bond donor group and the O–H vector connecting the H-bond donor and acceptor molecules of less than \( 30^\circ \). Surface O–H groups are treated in the same way as O–H of water molecules for the purpose of HB calculations. The threshold of \( R_{\text{O–H}} \leq 2.45 \text{ Å} \) is used because it corresponds to the first minimum in the O–H radial distribution function for SPC water at ambient conditions, and \( \beta \leq 30^\circ \) includes 90% of the angular distribution of H-bonds in water under the same conditions [74,75].

3. Results and discussion

3.1. Hydroxide phases

Most hydrated phases in cement paste, including C–S–H, portlandite (Ca(OH)2), AFm phases and AFt phases, are either hydroxides or expose hydroxyl groups to the pore fluid [76,77]. Thus, understanding water and solute species at hydroxylated surfaces is critical to understanding cement paste on the molecular scale. We have undertaken studies of water on the charge-neutral phases portlandite, brucite (Mg(OH)2), and gibbsite (Al(OH)3) and on the positively charged layered double hydroxides (LDHs), including hydrotalcite and the Cl–AFm phase Friedel’s salt. LDH phases develop permanent, positive structural charge due to aliovalent cation substitution in the hydroxide sheets, and the interfacial water structure on them is significantly different than for neutral hydroxides due to Coulombic attraction of the negatively charged O-atom of the water molecules to the positive structural charge of the double hydroxides [78].

Solid surfaces can perturb the water structure and dynamics by affecting its molecular packing, orientation, rotation and translation. These effects arise due to the excluded volume effect, the presence of electrostatic fields, and local surface-specific H-bonding donor and acceptor sites (e.g., [21,40–43,79]). The excluded volume (“hard wall”) effect creates near-surface layering due to the spatial geometric constraint that atoms or molecules at the surface cannot penetrate it, analogous to cement particles packing next to an aggregate grain. This effect occurs for all confined fluids [80]. Thus, the structure of water in an interfacial region reflects a delicate balance of the ordering due to excluded volume effects on the packing of H2O molecules, surface-specific
H-bonding and orientational ordering of the water molecules, and disordering due to thermal motion. This structure is typically different and more disordered than the tetrahedral, H-bonded structure of ice Ih, which is still prominently present in the more disordered short-range tetrahedral H-bonding molecular arrangements in bulk liquid water (e.g., [67–69,81–83]).

For hydrophilic phases such as hydroxides, H-bonding between the surface and water molecules and among water molecules both play central roles, whereas for hydrophobic phases such as carbon nano-tubes and talc, H-bonding among the water molecules is important, but the interaction between the surface and water is much less significant. Many studies of surface-water structure rely on computed profiles of atomic density variations with distance from the surface, comparable to radial distribution functions, sometimes supplemented by profiles of molecular H$_2$O orientation. We have found that computed statistics for molecular nearest neighbor coordination, H-bonding, and order parameters related to the local structural arrangements in the fluid [83,84] provide important additional information that leads to a greatly improved, atomistically detailed understanding [12,40,42,63,73,79,85].

The MD results for water at the portlandite, brucite, and gibbsite surfaces show that these hydrophilic substrates significantly influence the near-surface water structure, with both H-bond donation to the surface oxygen atoms and H-bond acceptance from the surface hydrogen atoms in the first surface layer of H$_2$O molecules playing key roles [40,42,85]. The local O and H atomic densities deviate from those of bulk water to distances as large as 10 Å (Fig. 2). The distances between maxima in the O-density profiles are not equally spaced, as would be expected from the molecular spacing effects of excluded volume alone, clearly demonstrating that surface structure, charge distribution and H-bonding play important roles in controlling the near-surface water structure. The H$_2$O dipole orientations show structuring to as far as 15 Å (~5 molecular water layers) from the surface. The average number of H-bonds per H$_2$O molecule changes from 3.8 in the near-surface layer to 3.5 (approximately the value for bulk SPC water) at ~10 Å from the surface, and there are significant oscillations in this value closer to the surface.

Confinement of water in the approximately 5 nm (50 Å) pores in C–S–H gel plays a critical but poorly understood role in controlling its properties, and recent results indicate that confinement of water and solute (Ca$^{2+}$) between C–S–H particles is critical to the cohesion that controls the strength of cement paste [49–58]. MD simulations for water in nanometer-scale confinement in slit-like pores bounded by Mg(OH)$_2$ (001) surfaces show significant overlap of the structural effects of the two surfaces for pores less than at least 15 Å thick (Fig. 2) [42]. For thin pores, the structure of the entire water volume is substantially perturbed compared to bulk water, and the effects of the surface depend significantly on pore thickness.

For the unconfined brucite surface, the variation in atomic density reflects the presence of three important, well-defined layers. These are a high atomic density, highly structured, near-surface layer centered near 2.5 Å that contains molecules that are directly coordinated to the surface, a transitional layer centered near 4.0 Å from the surface with a lower atomic density, and a region extending from about 5 Å to 15 Å from the surface in which the structure becomes progressively more similar to that of bulk water. Fig. 3 illustrates schematically the most common orientations of water molecules in these layers close to an electrostatically neutral hydroxide surface. As an example of the structural insight for disordered systems that can be obtained from MD simulations, we describe the results for brucite in some detail.

The layer nearest the surface contains two principal types of water molecules, both of which are directly coordinated to surface OH groups. One type is on average slightly closer to the surface (mean distance ~2.3 Å) and is oriented predominantly with the positive (hydrogen) end of their molecular dipoles towards the surface, making an average angle of ~130° with the surface normal. These molecules typically have nearest neighbor (NN) coordinates of six, three surface OH groups and three H$_2$O. On average, they accept ~0.5 H-bonds from surface OH groups, donate 1.0 H-bond to surface OH groups, accept ~1.3 H-bonds from other water molecules, and donate ~0.8 H-bonds to other water molecules. The second type is on average ~2.6 Å from the surface and is oriented predominantly with the positive ends of their dipoles pointing away from the surface.
The (type 1)/(type 2) abundance ratio is about 5:4. The two types are intimately mixed with each other in the plane parallel to the surface. Large domains of one structural type cannot form, because H-bond formation between neighboring water molecules prevents each type of environment from extending more than 3 molecules in the plane parallel to the surface.

These two types of H$_2$O occur on very different surface sites. The first type is preferentially located above the vacant tetrahedral sites of the trioctahedral sheet and forms a reasonably well-ordered and dynamically averaged 2-dimensional hexagonal network that reflects the underlying brucite structure. There are four local potential energy minima on which they occur. One of these is at the center of the OH-triangle, and three are near the middle of the line connecting two nearest neighbor OH sites. The water molecules spend on average about 1/2 of the time at the OH-triangle center, where they accept 1 HB, and 1/6 of the time at each of the other sites, where they donate 1 and accept 1 HB. This site hopping, libration, and formation and breaking of HBs result in the computed average of 1.5 HBs with surface OH groups. The second type of water molecule is preferentially located above the surface OH groups, and their distribution is much less ordered than for the first. Only half of them accept one H-bond from surface OH groups at any instant.

Further from the surface, the low-density region between 3 Å and 5 Å from the surface provides the essential transition between the near-surface layer, with a structure largely controlled by the substrate surface, to a structure more or less like bulk water (Fig. 3). This transition occurs by gradual adjustment of the second neighbor configuration in a distorted, but locally tetrahedrally coordinated structure. The NN coordination in this region is about 4.4, similar to that of bulk liquid water at the same temperature and density. Molecules in this region have two different preferred orientations, and as in the first layer, these types are mixed on a molecular scale across the surface. The orientational order is, however, much less than in the first layer. Type 3 molecules have their positive ends generally oriented towards the surface, making angles between 90 and 180° with the surface normal. Type 4 molecules have their positive ends generally oriented away from the surface, making angles between 40 and 140° with the surface normal. The (type 3)/(type 4) abundance ratio varies from 2:1 at 3 Å from the surface, to 4:1 at 4 Å, and back to 2:1 at about 5 Å.

The greatest degree of the tetrahedral (ice-like) molecular ordering in the interfacial region occurs at about 4 Å from the surface, where the O-density has its minimum value. At this distance, the water molecules are locally more ordered (more similar to ice Ih) than in bulk liquid water. Such structuring is in agreement with the notion that the number of water molecules with four H-bonds increases with decreasing density at liquid-like densities [68,86,87]. Similar structuring is also observed for water confined in pores in hydroxylated silica glass [39].

Beyond about 6 Å from the surface, the water structure is generally similar to that of bulk liquid [67–69], with an average of about 3.5 H-bonds per molecule and an average NN coordination of about 4.5. The atomic density profiles show statistically meaningful variation to ~10 Å from the surface, and small but statistically meaningful variations in the molecular orientations occur out to about 15 Å from the surface. These changes of angular distribution are due to adjustment of the orientations of individual water molecules to fit their local environments, which are perturbed indirectly by the surface through its effects on H$_2$O molecules near it.

The water structure in the layer closest to the brucite surface does not resemble those of ice Ih, bulk water at ambient conditions, or water at low temperatures, as has been proposed for water confined in Vycor glass and silica gel based on neutron diffraction studies [14,23]. This is shown by the 5- and 6-fold NN coordinations of the near-surface molecules and by this coordination being as much as 2.2 times larger than the H-bond number. In ice Ih, the NN coordination and H-bond number are both about 4.0 [82], and in bulk SPC liquid water at ambient temperature and pressure the NN coordination is about 4.4 and the H-bond number is about 3.5. Cooling of bulk liquid water causes the average number of H-bonds to increase with the NN coordination remaining more or less constant [87,88].

The structure of the first layer of water does share some similarities with those of high-pressure ice phases and liquid water at elevated pressure. With increasing pressure, the average NN coordination for liquid water increases more rapidly than the average number of H-bonds [36,87], and the structural changes can best be interpreted in terms of an increasing number of
interstitial (non-H-bonded) water molecules in the NN coordination sphere [36,89,90]. In the crystalline ice phases, there are always four H-bonded nearest neighbors at intermolecular distances of 2.7–2.9 Å, but the number and intermolecular distances of the non-H-bonded molecules are different for different phases. There are zero non-H-bonded molecules in ice Ih (stable up to 0.3 GPa), 3.75 at 3.1–3.3 Å in ice IV (a metastable phase at 0.4–0.55 GPa, [91]), and 4 at 2.74 Å in ice VIII (stable above 2.1 GPa, [92]). The latter distance is shorter than the H-bond distance (2.88 Å) in that phase, paralleling a similar trend for liquid water under pressure [93]. At the brucite surface, the coordination number of type 1 molecules is 6 and number of H-bonds is about 3.8, qualitatively following the trends for liquid water and the crystalline phases with increasing pressure.

The MD modeling for water at the brucite surface adds to a growing body of computational and experimental studies that demonstrate that different types of surfaces can have substantially different effects on surface water structure and that this structure should not be thought of as simply “ice-like”. For instance, previously published MD simulations for water at a variety of oxide and hydroxide surfaces show the presence of molecules with two different and well-defined orientations in the first layer and that the local structural environments or orientations are different for different phases. The coexistence of water molecules with different orientations mixed and interconnected in the plane parallel to the surface appears to allow the development of an interconnected H-bond network involving the water molecules and surface atoms. The interfacial water on the portlandite, Ca (OH)$_2$, (001) surface is similar to that for brucite due to the similarity in their structures and involves H-bond donation and acceptance to/from the solid surface [40]. MD simulations for water at the magnetite (001) surface using a potential model that allows the surface protonation state to change during the MD simulation show that H-bond donation and acceptance between the surface and H$_2$O are important in this situation also [41]. On this surface, interfacial water molecules accept H-bonds from several surface functional groups, of which about 50% are $^{[6]}$FeOH$_2$ sites (doubly protonated O-atoms coordinated to one octahedral Fe). About 75% of the H-bonds donated by H$_2$O molecules to surface sites go to $^{[4]}$FeOH (singly protonated O-atoms coordinated to tetrahedral Fe). These results suggest that different surface functional groups can play different roles in developing interfacial H-bonding networks. In contrast, our model portlandite and brucite (001) surfaces contain only one type of surface functional group ($^{[6]}$M$_2$OH) that serves as both an H-bond donor and acceptor.

Lee and Rossky [34] have proposed two idealized H-bond structures for water in the first hydration layer of a hydroxylated silica surface, and these are quite different from those for brucite. One type has the positive end of its dipole oriented away from the surface and accepts one H-bond from and donates one H-bond to surface OH groups. The other type has the positive end of its dipole oriented towards the surface and accepts one H-bond from and donates two H-bonds to surface OH groups. The differences between water orientations at the brucite and hydroxylated silica surfaces appear to be caused by the differences in the substrate surface structure. On the silica surface modeled by Lee and Rossky, the Si–OH groups are

![Fig. 4. The simulation cell used for 9 Å tobermorite. (a) Looking down the drierkette chains. (b) Looking perpendicular to the drierkette chains.](image-url)
5.0 Å apart, whereas for brucite the nearest MgOH–MgOH distance is only 3.1 Å, approximately the diameter of a water molecule. MD simulations for water confined in pores in hydrated Vycor glass show that the ice Ih-like NN and H-bond geometry of bulk water is destroyed near these surfaces [39]. MD simulations of water at the NaCl (100) surface show a lattice-like 2-D distribution of water molecules parallel to the surface [8], and as for portlandite and brucite this 2-D structure reflects the underlying NaCl crystal structure.

The presence of both donating and accepting H-bond configurations at hydroxylated surfaces is not universal. H$_2$O molecules on the surface of hydroxalite, Friedel’s salt, and presumably other AFm phases, have the positive ends (H-atoms) of their dipoles pointing only away from the surface due to the positive structural layer charge of these phases. These waters accept H-bonds from the surface OH-groups but do not donate any to them [40,85]. For Friedel’s salt, the MD results demonstrate that the structural environments of water and Cl$^-$ on the basal surface are similar in some ways to those in the interlayer but are more disordered both statically and dynamically [12,40]. Surface Cl$^-$ are associated with the surface principally as inner sphere complexes due to their large electrostatic interaction with the hydroxide sheets. In contrast to the highly ordered interlayer, however, the Cl$^-$ and H$_2$O are disordered over sites comparable to the “Cl$^-$” and “H$_2$O” sites in the interlayer. The “H$_2$O” site is directly coordinated to Ca, whereas the “Cl$^-$” site is coordinated to OH-groups by H-bonds.

3.2. Tobermorite

Quantitative understanding and prediction of the mechanical and chemical properties of hydrated cement paste, including strength, drying shrinkage, creep, and diffusion, requires detailed and fundamental understanding of the behavior of water in nano-confinement and on surfaces of cement paste particles. Computational molecular modeling is an important tool in this effort. The surface areas of hydrated cement pastes are very large, hundreds of m$^2$/g, and all structural models contain large fractions of nano-porosity [94–97]. Recent $^1$H NMR field cycling experiments show substantial amounts of porosity with characteristic dimensions of 5 nm, as well as larger 50 and 500 nm pores (J.-P. Körb, personal communication). These results also yield characteristic pore surface residence times for water molecules of the order of a few μs and correlation times for surface diffusional jumps of about 1 ns [98].

Atomistically detailed MD or MC simulations of complicated systems such as hydrated Ca-silicates require specific input structures, since initial amorphous atomic assemblages of this complexity are not able to explore phase space adequately to find the global minimum-energy structure with available computers. All current molecular scale models of the structure of the C–S–H of hydrated cement paste are based on the layer Ca-silicate structures of tobermorite and jennite, although clearly the C–S–H structure is much more disordered [52,76,77,94–97,99,100]. We present here the first detailed MD calculations of the structure of water on the surface of tobermorite as an initial step in understanding the molecular scale structure and dynamics of water in C–S–H nanopores. Gmira et al. [52] have performed similar calculations focused on understanding the cohesive forces between C–S–H particles and also discuss the limitations of the tobermorite/jennite models.

Our calculations are based on the structure of the 9 Å phase of tobermorite determined by Merlino et al. [101] using single crystal X-ray diffraction methods. The interatomic potentials were those of the CLAYFF force field [46]. The simulation model assumes a fully polymerized drierkette chain structure, recognizing that the C–S–H of OPC and even cements with pozzolanic components is less polymerized. The X-ray crystal structure does not specify the positions of the H-atoms of Si–OH groups. To have the stoichiometric composition of Ca$_5$Si$_6$O$_{16}$(OH)$_2$, 50% of the non-bridging oxygens (NBOs) need to be Si–O$^-$ and 50% Si–OH. In the simulations, those NBOs pointing outward were assumed to be Si–OH, and those pointing parallel to the layers to be Si–O$^-$ (Fig. 4). Although tobermorite and jennite are thought to contain Si–OH sites [101–105], near infrared spectroscopy of synthetic, tobermorite-type C–S–H shows the absence of the (Si–OH stretching) + (O–H stretching) combination band at 4567 cm$^{-1}$ at Ca/Si ratios greater than to 1.2, indicating the absence of Si–OH linkages at Ca/Si ratios greater than this [77]. Detailed understanding of the protonation state of C–S–H in cement pastes of different types will be essential to molecular modeling of water in C–S–H nano pores and surfaces.

The MD simulations were performed for a cell containing 2×4×2 crystallographic unit cells of 9-Å tobermorite [101] in contact with ~40 Å layer of 0.25 M KCl aqueous solution.
(4 KCl molecules per 882 H2O molecules). The presence of solute does not significantly affect the behavior of the water molecules at the tobermorite surface. The total number of atoms in the tobermorite interfacial simulation was \( N = 3646 \), and the periodic supercell had dimensions of 22.63 × 29.19 × 58.18 Å³. The MD simulations do an excellent job at reproducing the bulk crystal structure of 9-Å tobermorite using the constant pressure (NPT) statistical ensemble. The input structure remains intact during the 200 ps simulation, and the simulated cell dimensions are within 0.5% of the published experimental values [40]. Based on this simulated tobermorite structure, the interfacial simulations are performed in the constant volume (NVT) statistical ensemble to allow more efficient analysis of the near-surface fluid structure. As illustrated in Fig. 4, most of the solute K⁺ or Cl⁻ are not strongly associated with the surfaces, but a few of the Ca²⁺ ions from the tobermorite structure that occupy surface sites leave their initial positions and move into the solution.

Detailed analysis of the MD-simulated dynamic trajectory of the system shows that it is possible to effectively distinguish water molecules that spend most of their time within channels between the tetrahedral chains on the tobermorite surface from those that reside above the interface defined by the atomic centers of the exterior non-bridging oxygens of the bridging tetrahedra (vertical dashed lines in Fig. 5). These water molecules are clearly illustrated in the computed atomic density profiles shown in Fig. 5c. Within the channels, there are two sub-layers of water molecules. One has its OH water atoms at about the level of the inner non-bridging oxygens (ONB) of the bridging tetrahedra \( (z \sim -2.0 \text{ Å} \text{ in Fig. 5c}) \). The HH water peak at the same level is due to H-bond donation from the water molecules to these Si–O⁻ sites. The second water sub-layer in the channels has its OH water about 0.4 Å below the level of the O₅OH. The large HH water peak at about -1.2 Å is due to H-bond donation from these water molecules to the Si–O⁻. There are three sub-layers of OH water at about 0.3, 1.8 and 2.6 Å above the level of the O₅OH that constitute the external surface-associated H₂O. The H₅OH (grey peak at -0.9 Å in Fig. 5b) point outward and donate H-bonds to these H₂O, which in turn donate H-bonds to each other and to O₅OH. Together, the O₅OH, O₅OH, O₅OH, O₅OH, and H₂O form a well-interconnected H-bond network within the channels and across the interface. The H₂O of the two layers in the channel and the closest layer outside the channels also complete the nearest neighbor coordination shell of the Ca ions of the surface (blue peak at -0.85 Å in Fig. 5a). Structuring of the H₂O and O₂H by the surface continues to at least 8 Å above the interface (beyond the scale of Fig. 5).

The atomic density maps (Fig. 6) provide a more specific picture of the molecular positions and H-bond structure that confirm the conclusions from the density profiles. Within the channels (Fig. 6a), the water molecules donate H-bonds to both the bridging and non-bridging oxygens of the bridging Si-tetrahedra as well as to other H₂O. Some of the H-bonds exist throughout the 100 ps duration of the simulation, as demonstrated by the dense H-contours, but many others undergo libration (hindered rotations) and even diffusional jumps. The H₂O molecules in the 3 Å thick slice above the nominal interface \( (z \sim 0 \text{ in Fig. 5}) \) are more dynamically disordered by librational and diffusional motion than those in the channels, as demonstrated by the more uniform and chaotic O₂H and H₂O atomic density maps (Fig. 6b).

Fig. 6. MD computed atomic density maps on the (001) surface of 9 Å tobermorite. (a) A 3 Å-thick layer into the crystal below the interface (defined as \( z = 0 \text{ Å} \text{ in Fig. 5})\). The drierette silicate chains run top to bottom in this view, with triangles of oxygens (dark red contours) of these tetrahedra clearly visible. Ca²⁺ (dark blue) and H₂O (O — red, H — dashed black) occur in the channels between the tetrahedra. (b) A 3 Å-thick layer above the nominal interface. The H₅OH of the bridging tetrahedra are clearly visible as the dense, ordered grey contours. Occasional Ca²⁺ (dark blue contours) that have diffused out of the channels and K⁺ (light blue contours) from the solution are also clearly visible.
contours (red and black contours, respectively; Fig. 6), although those that coordinate Ca ions generally have more stable positions and orientations. The surface Ca ions are somewhat mobile but are mostly confined to the channels and are typically coordinated by three O of the bridging tetrahedra and three or more water molecules. Fig. 6a also illustrates the stable, outward pointing positions of the external Si–OH.

Diffusion coefficients for solution species were calculated from the root-mean-square displacement of the molecules using standard algorithms [64]. The average diffusion coefficients of the surface-associated H2O molecules that spend most of their time in the channels and those that lie above the nominal interface are significantly different. In the channels $D_{H2O} = 5.0 \times 10^{-11}$ m$^2$/s, whereas above the interface $D_{H2O} = 6.0 \times 10^{-10}$ m$^2$/s. The average diffusion coefficient for all surface-associated H2O molecules is about $1.0 \times 10^{-10}$ m$^2$/s. All of these values are significantly less than the value of $2.3 \times 10^{-9}$ m$^2$/s, characteristic of H2O molecules in simulations of bulk liquid water using the same force field. As described in the companion paper, these values are in good agreement with the values estimated from $^1$H NMR field cycling relaxation experiments [106]. The calculated diffusion coefficients of Ca$^{2+}$ are somewhat less, $3.0 \times 10^{-11}$ m$^2$/s in the channels and $5.0 \times 10^{-11}$ m$^2$/s if they diffuse above the interface. For those K$^+$ and Cl$^-$ associated with the surface, the diffusion coefficients (above the interface) are larger, $2.0 \times 10^{-10}$ m$^2$/s and $3.8 \times 10^{-10}$ m$^2$/s, respectively.

Overall, the MD results here demonstrate that the water at the surface of tobermorite, and by inference those of jennite and C–S–Hs, is highly structured, reflecting the structure, composition and charge distribution of the underlying substrate. For C–S–H, depolymerization of the tetrahedral chains and deprotonation of the non-bridging Si–OHs will likely lead to a significantly different structure and possibly further reduced diffusion coefficients due to H-bonding to Si–O$. For jennite, the near-surface water structure is likely to be somewhat different due to the presence of Ca–OH surface sites on the tilleyite-like ribbons. To the extent that entire sections of drinker tetrahedral chains are missing from tobermorite-like C–S–H, Ca–OH sites will be important also [77,99,100].
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